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Editorial 
Academic publishing has undergone a 
revolution over the past decade.  The time 
has come to decide whether the Journal and 
Proceedings will follow the revolution, or 
remain a niche publication only known to a 
few.  The J&P has been going for over 150 
years now.  It hasn’t remained entirely a 
print-only journal.  We now publish online, 
through the RSNSW website, well in 
advance of the print edition.  Past issues are 
available there electronically, as far back as 
the beginning of the 3rd millennium. 
 
This doesn’t provide for indexing, however.  
Papers will not be picked up by search 
engines except in special cases, and so 
scholars are unlikely to come across the 
journal when undertaking research.  For the 
past 2 years the J&P has been indexed 
through Informit, which means that new 
articles can be picked up in library searches.  
Informit is, though, a subscription service, 
so access is not available to all.  Fortunately 
all Australian universities and government 
agencies subscribe, making the J&P freely 
available to a wide audience within Australia. 
 
All past issues of the J&P are also 
electronically available via the Biodiversity 
Heritage Library in the USA, who very 
kindly scanned every issue, going back to the 
first in 1862.  This is an invaluable resource.  
Moreover, through optical character 
recognition, text versions of all volumes are 
available for searching.  However, it still 
requires considerable effort to find material 
that might be of interest. 
 
These advances, useful as they are, do not 
bring us into the era of modern publishing.  

If the Journal is to regain prominence as a 
publication of standing, it needs to do more. 
 
We would need to move to a new platform 
for publication.  There are two principal 
routes in front of us.  The first is through a 
commercial publisher.  They handle all the 
administrative details, and make the Journal 
available through their own platforms.  
Academic libraries subscribe to these, 
providing a world-wide audience.  There is 
no cost to the Society, indeed it is possible 
for Journal to make money via these 
subscriptions.  Sound too good to be true?  
Well yes it is, for the J&P has far too small a 
subscriber list to be financially worthwhile 
for a publisher.  There is also the issue, 
strongly debated in academic circles, of the 
high profit margins being made by 
publishers, when the real work is being done 
by the Society and the authors. 
 
The other alternative is through Open 
Access publishing.  Here the RSNSW would 
pay for every article published, but this 
ensures that they remain freely accessible to 
all.  Editorial and a variety of production 
services come with Open Access publishing, 
also necessary for improving the way 
publication is managed and distributed.  
Open Access is the altruistic method of 
publication, but will involve a cost to the 
Society.  Not that our current method of 
publication is cost free either.  The Society 
will need to decide on a way forward for our 
Journal to remain relevant 150 years hence. 
 
Michael Burton 
Hon. Secretary (Editorial) 
30 June, 2015 
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Abstract 
The UNSW photovoltaic group started over 40 years ago in 1974, when the author was appointed as a 
young academic at UNSW.  Within 10 years, the group had established an international reputation, 
achieving its first world record in the form of a silicon solar cell with independently confirmed 18% 
efficiency in 1983.  This was a significant improvement upon efficiency levels initially established at Bell 
Laboratories and then further enhanced by the Communications Satellite Corporation (COMSAT, a 
company established specifically to develop US space communications technology).  This record was the 
first of 18 successive internationally certified UNSW increments that took efficiency first beyond the 20% 
level, regarded us the “four-minute mile” of the field, eventually to 25%.  The PERC (Passivated Emitter 
and Rear Cell) technology used to achieve the 25% result is now finding its way into commercial production 
as manufacturers follow the trail to higher efficiency earlier blazed in the laboratory.  The PERC cell is 
expected to become the commercially dominant technology within the next 5 years as manufacturers inch 
towards 25% cell conversion efficiency in production. 
 

 

Introduction 
The origins of photovoltaics usually are traced 
back to 1839 when 19-year old Edmond 
Becquerel, working in his father’s laboratory 
in Paris, measured electrical output from the 
electrochemical apparatus of Fig. 1a 
(Becquerel, 1839).  It took nearly 40 years 
until Adams and Day demonstrated the effect 
in solid-state material.  Working with 
selenium specimens originally prepared in 
1873 for photoconductivity experiments by 
Willoughby Smith, they wondered whether it 
would be possible “to start a current in the 
selenium merely by the action of light” (Adams and 
Day, 1877).  This proved to be the case 
although, with the required background 
theory still decades off, was attributed to 
light-induced selenium crystallisation. From 
their publication, the author prepared the 
sketch of Fig. 1b. A colleague, John Perlin, 

recently tracked down these specimens in 
London, publishing a photograph similar to 
the sketch (Perlin, 2013). 
 
The first photovoltaic visionary, Charles Fritts 
of New York (Fritts, 1883), made a large 
number of thin-film solar cells with the 
structure sketched in Fig. 2, sufficient to 
install an approximately 3-m2 rooftop system 
in New York.  An 1884 photograph of this 
system has also been published by John Perlin 
(Perlin, 2013).  Although this was still before 
reticulated power supply was common, Fritts 
foresaw the possibilities that only now are 
becoming a reality, noting that “the current, if 
not wanted immediately, can either be “stored” where 
produced, in storage batteries … or transmitted … to 
a distance, and there used, or stored …”.  Despite 
this enthusiasm, subsequent progress was 
slow, probably due to the on-going lack of a 
good theoretical explanation for the observed 
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effects.  Selenium remained a common 
photovoltaic material up until the 1960s, due 
to the good match of its response to that of 
the human eye. 
 

(a)    

(b)  
Figure 1:  (a) Diagram of Becquerel’s 
apparatus (1839); (b) Samples used by Adams 
and Day in 1876 for the investigation of the 
photoelectric effects in selenium. 
 

 
Figure 2:  Thin-film selenium cell 
demonstrated by Fritts in 1883. 
 
Einstein’s explanation of the photoelectric 
effect during his “miraculous year” (Einstein, 
1905) led ultimately to quantum theory and to 
Alan Wilson’s subsequent explanation of 
semiconductor properties based on this 
theory (Wilson, 1931).  Stimulated by growing 
interest in cuprous oxide devices (Grondahl, 
1933), Walter Schottky then explained the 
photovoltaic effect as an interfacial effect 

caused by a barrier at the semiconductor 
surface (Schottky, 1938). 
 
Schottky’s work was crucial to the 
interpretation of a chance observation by 
Russell Ohl at Bell Laboratories in 1941 when 
he observed a photovoltage in slowly 
crystallised polycrystalline silicon specimens 
(Ohl, 1941).  Pondering over this observation, 
the Bell Laboratory team correctly identified 
the effect as due to a barrier at the interface 
between silicon regions with different 
properties, “like a Schottky barrier”, with the 
material either side having properties 
described as positive (p-type) and negative (n-
type).   
 
Photovoltaics consequently was pivotal in the 
discovery of the p-n junction, the device that 
underpinned the subsequent microelectronics 
revolution.  William Shockley published p-n 
junction theory in its full detail in 1949 
(Shockley, 1949).  This and associated 
technology development led to the reporting 
of the first efficient silicon solar cell in 1954 
(Chapin et al., 1954).  The associated press 
release made a big impact, with the results 
making it to the front page of the New York 
Times on April 24, 1954 (along with an 
update on the Petrov affair).  This all seemed 
like ancient history to me when I made my 
first photovoltaic cell in 1971, but even 
Schottky’s barrier work was closer to that date 
than is the present. 
 

Silicon Cell Development 
After demonstrating the first efficient silicon 
cell, Bell Laboratories and associated spin-off 
companies continued cell development, with 
application in space the main driver. Energy 
conversion efficiency improved rapidly, but 
stabilised at about 14% (under terrestrial 
sunlight) in the early 1960s.  A decade later, 
COMSAT applied several of the substantial 
developments that had occurred in 
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microelectronics over the intervening years to 
improving cell technology (Lindmayer and 
Alison, 1973), with efficiency close to 17% by 
present standards established in 1974 
(Haynos et al., 1974), the same year as the 
author joined UNSW as a young academic. 
 
The cell structure establishing this new 
performance level is shown in Fig. 4.  This 
has served as the benchmark for subsequent 
work, since a relatively simple way of making 
a lower cost version was reported at about the 
same time, using a screen-printing approach 
to form the metal contacts (Ralph, 1975).  By 
the early 1980s, this approach had become 
the industry standard, with this position only 
now being challenged by technology 
incorporating subsequent UNSW 
improvements in the form of PERC 
technology. 

 
 
Figure 3: “Black cell” developed in COMSAT 
in 1974 (Haynos et al., 1974), essentially the 
same technology dominating the commercial 
production of terrestrial cells over a 30-year 
period from the early 1980s until recently. 
 
The author’s PhD thesis in Canada had 
investigated the properties of the Metal-
Oxide-Semiconductor (MOS) structure when 
the oxide became sufficiently thin that 
electrons could pass through it by quantum 
mechanical tunnelling.  One property 
identified was that these thin-oxide MOS 
devices could be designed to give properties 

identical to those of the ideal semiconductor 
p-n junctions that Shockley had earlier 
analysed.  However, being free of some of the 
limitations of actual p-n junctions, they 
demonstrated superior properties in some 
applications (Green et al., 1974). 
 
Working with my first PhD student, Bruce 
Godfrey, we reported our first notable result 
with this structure in 1976, demonstrating a 
618 mV open-circuit voltage (Voc) at solar 
current densities (Green and Godfrey, 1976), 
one of the higher values for silicon at this 
time.  Around this period, NASA-Lewis 
initiated a program to improve silicon space 
cell efficiency by improving Voc (Brandhorst, 
1976).  This started a competition between 
UNSW and several US groups being funded 
by NASA to achieve this outcome. 
 

 
Figure 4:  History of silicon cell Voc 
improvement showing the lead established at 
UNSW using surface oxide passivation. 
 
We did well, as indicated in Fig. 4.  Shortly 
after completing the original hand-drawn 
version of this figure and showing it to 
Professor Dick Collins, Chair of the technical 
advisory committee of the National Energy 
Research, Development and Demonstration 
Council at that time, Dick commented that I 
had used all the tricks of the trade for the 
graph, suppressing the zero on the voltage 
axis to magnify the advantage. In defence, I 
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pointed out that I had suppressed the zero on 
the other axis as well. 
 
Actually, since Voc depends logarithmically 
on recombination caused by cell deficiencies, 
each 20mV gain represents a doubling of cell 
quality, so that graph does suggest, at least in 
this respect, the magnitude of the advantage 
UNSW was establishing.  Having gained a 
clear lead in Voc, our focus then became to 
convert this into an efficiency advantage, by 
putting into place technology such as double 
layer antireflection (AR) coatings and fine 
linewidth, plated metallisation required to 
capture the full current output capability of 
the cell. 
 

 
Figure 5:  Team responsible for the world’s 
first 18% efficient cell in 1983 (right to left): 
Ted Szpitalak (Professional Officer); Andrew 
Blakers and Stuart Wenham (author’s 2nd 
and 3rd PhD students), Martin Green 
(author); Jiqun Shi (visiting Chinese scholar, 
one of the first to benefit from Deng 
Xiaoping’s policy changes); and the late Erik 
Keller (Professional Officer). 
 
We achieved this in 1983, when we made and 
had certified the world’s first 18% efficiency 
silicon cell (Blakers et al., 1984; Green et al., 
1984a).  The elation of the team achieving this 
result is captured in Fig. 5.  Within a few 
months, with a slight change in cell design, we 
increased this to an efficiency then certified as 

above 19% (Green et al., 1984b) (18.4% by 
present standards). 
 

 
Figure 6:  Passivated Emitter Solar Cell 
(PESC), the first silicon cell with efficiency 
certified as above 19%. 
 
The new PESC cell structure (Passivated 
Emitter Solar Cell, with “emitter” referring to 
the top n+-doped layer) is shown in Fig. 6.  
The reason for its high performance was the 
relatively high cell Voc (651 mV), as might 
have been expected from our previous work.  
Two cell features, first identified in our earlier 
work, were responsible for this high Voc. 
One was the use of a thin layer of oxide along 
the top surface of the cell, a vestige of our 
initial work on tunnelling MOS oxides.  This 
oxide was shown crucial for our high voltages 
by reducing the electronic activity 
(“passivating”) of defects normally associated 
with the silicon surface.  The second was the 
way contact was made through pre-patterned 
holes in this oxide, giving small area contacts.  
This small-area contact was to reduce the 
impact of the poor electronic properties at the 
associated metal/silicon interface, an 
approach the author had earlier proposed in 
the first paper he wrote after joining UNSW 
(Green, 1975). 
 
Ideas for future work were outlined in both a 
grant final report (Green et al., 1984c) and a 
grant proposal (Green, 1984d) prepared 
around this time (late 1983).  One idea was to 
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texture the top surface of the cell as in Fig. 3, 
to reduce reflection and to couple the light 
obliquely into the cell, allowing it to be 
absorbed more strongly.  The second was to 
apply similar ideas to those that had proved 
successful on the top cell surface to the rear 
of the cell to form the variant of the PERC 
cell (Passivated Emitter and Rear Cell) shown 
in Fig. 7. 
 

 
Figure 7:  PERC (Passivated Emitter and 
Rear Cell) as originally proposed in 1983 
(Green et al., 1984c; Green, 1984d). 
 
The surface texturing strategy was more 
quickly implemented, producing the first 20% 
efficient cell in 1985 (Green et al., 1985; 
Blakers et al., 1986).  This efficiency had 
earlier been proposed as a practical limit on 
silicon cell efficiency, becoming the “4-
minute mile” of the photovoltaic field.  The 
earlier successes leading to this landmark 
result had allowed the team to grow by this 
stage, as apparent from the photograph of the 
successful 20% team (Fig. 8). 
 
The work then headed off in two different 
directions. In one strand, we pushed on 
towards higher efficiency, based on the 
author’s earlier prediction that 25% efficiency 
was a realistic practical target (Green, 1984e).  
In the other strand, we explored ways that 
our 20% PESC cell could be fabricated at low 
cost.  The challenge was to find a way of 
implementing the cell’s fine features, 

specifically the small area contacts and narrow 
metal lines, without calling upon expensive 
photolithographic techniques developed for 
microelectronics (but used in silicon space 
cells by this time and in our 20% device). 
 

 
Figure 8:  Photograph of the team achieving 
the photovoltaic “4-minute mile”, the first 
20% efficient silicon cell, in 1985. From right 
to left: Stuart Wenham (author’s 3rd PhD 
student); Jianhua Zhao (5th PhD student); 
Mike Willison (Professional Officer); Chee 
Mun Chong at rear (7th PhD student); Martin 
Green at front (Team Leader); Andrew 
Blakers (2nd PhD student); Mohan 
Narayanan at rear (6th PhD student); Ted 
Szpitalak and Michael Taouk (Professional 
Officers). 
 
The buried contact solar cell of Fig. 9 was the 
end result of this work.  With funds from 
NASA-Lewis, we had purchased a second-
hand laser scribing system that came with a 
logbook showing it had already lived a very 
full life dicing up microelectronic chips in the 
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USA throughout the 1970s.  Our initial aim 
was to use it to cut our finished cells from the 
silicon wafers in which they were fabricated. 
Stuart Wenham converted the system to 
computer control, giving it the flexibility to 
scribe previously inaccessible patterns. 

 

 
 
Figure 9:  The buried contact solar cell, 
invented in 1984 (Wenham and Green, 1984). 

 
Initially, we explored use of the laser to 
nucleate texturing (Wenham and Green, 
1983).  This stimulated the conception of the 
buried contact solar cell, a technology 
subsequently licensed to several companies.  
The first commercial sales under licence were 
by AEG Telefunken, with this company 
supplying buried contact cells to the “Spirit of 
Biel”, a solar car that blitzed the field in the 
1990 World Solar Challenge, the solar car race 
from Darwin to Adelaide.  This race had been 
conceived by Hans Tholstrup as a way of 
promoting electric vehicle development. 

 
The most successful licensee however was BP 
Solar, with the company marketing cells 
under the Saturn product name from 1991-
2006 (Mason et al., 2004).  Shortly after 
ceasing this production, BP withdrew from 
photovoltaic manufacturing entirely.  Product 
valued at over $1 billion was sold under 
licence to UNSW over this period.  
 

 
 
Figure 10:  Evolution of silicon laboratory cell 
efficiency. 
 
In parallel, development of the PERC cell 
continued, with 21.8% efficiency certified by 
Sandia National Laboratories in October 
1988.  The first journal publication appeared 
the following year (Blakers et al., 1989). 
Progressive refinement of the PERC 
structure gave incremental improvements in 
efficiency (Fig. 10), leading eventually to 
24.7% efficiency in 1999 (Zhao et al., 1999), 
increasing to 25.0% efficiency after a 
recalibration in 2008 (Green, 2009a), using 
the PERC/PERL cell structure of Fig. 11. 
 
Although the PERC nomenclature was used 
originally used at UNSW to denote devices 
with no heavily doped region under the rear 
contact, the designation is now being used to 
denote a broader range of devices, including 
devices that would be classified as PERL 
devices under the original UNSW 
nomenclature. 
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Figure 11:  PERC/PERL (Passivated Emitter, 
Rear Locally-Diffused) solar cell, the first 
silicon cell to exceed 25% efficiency. 
 
Since then, two other cell structures have 
shown themselves capable of comparable 
efficiency.  One is the rear junction cell (Fig. 
12), originally developed by Stanford 
University in the mid- to late-1980s and 
subsequently commercialised by SunPower.  
This is an unusual cell structure in that both 
polarity contacts are located on the cell rear.  
For successful operation, the approach 
requires high quality wafers and excellent 
passivation of both front and rear surfaces. 
Stanford's success in achieving this was 
instrumental in the subsequent development 
of PERC cells. 
 

 
Figure 12:  Rear junction solar cell first 
commercialised by SunPower circa 2004. 
 
The second cell structure (Fig. 13) is the HIT 
cell (Heterojunction with Intrinsic Thin-layer) 

developed by Panasonic.  The cell takes 
advantage of the higher energy bandgap in 
hydrogenated amorphous silicon (a-Si), with 
the heterojunction formed with crystalline 
silicon (c-Si) allowing even better surface 
passivation than the oxides developed at 
UNSW.  However, these a-Si layers are 
optically more absorbing, blocking some of 
the incident photons from reaching the c-Si 
regions of the cell. 
 

 
Figure 13:  HIT cell commercialised by Sanyo 
(now Panasonic) circa 1996. 
 
Unlike the PERC cell, both these rear 
junction and HIT cell structures require high 
quality wafers to work effectively (carriers 
have to diffuse from the front to the rear 
junctions, in one case, while good quality 
wafers are needed to generate the high 
voltage required in the HIT cell to offset the 
reduced coupling of photons into the c-Si 
substrate). 
 
In 2014, by combining the HIT and rear 
junction structures, Panasonic was able to 
inch past the UNSW 25.0% result with a 
25.6% achieved for silicon cell efficiency 
(Masuko et al., 2014), with this regarded as a 
significant achievement for Japanese science.  
At the triennial World Conference of 
Photovoltaics held in Kyoto in November 
2014, there were at least 4 invited 
presentations on the new result solicited by 
the largely Japanese program committee. 
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Nonetheless, the commercial potential of the 
rear junction, HIT and the HIT rear junction 
approach are limited both by the high costs of 
the associated processing and the need for 
specialised wafers (ITRPV, 2015).  Products 
based on the first two of these approaches are 
presently sold at a premium for the ultra-high 
efficiency niche market for solar modules. 

 

Crystalline silicon on glass (CSG) cells 
Throughout the 1980s and 1990s, the 
prevailing view within the photovoltaic 
industry was that silicon wafer-based 
technology was too material-intensive to have 
the same low cost potential as a thin-film 
technology, where a thin active 
semiconductor layer is deposited on a 
supporting layer, usually glass. 
 
The author’s view, then as now, was that the 
key thin-film contenders, a-Si, CdTe and 
CIGS (copper-indium-gallium-selenide), had 
serious limitations in terms of attainable 
efficiency for a-Si and the use of toxic and/or 
scarce elements for CdTe and CIGS.  Our 
work on trapping light into our high 
efficiency c-Si cells, combined with our ability 
to effectively passivate surfaces, convinced us 
that cells based on thin films of polycrystalline 
silicon were capable of high efficiency.  This 
work was given a further boost when we 
conceived a parallel multi-junction approach 
(Green and Wenham, 1994) that would 
significantly reduce requirements on the 
material quality required for efficient thin-film 
silicon cells. 
 
This stimulated a 5-year program starting in 
1995 supported by Pacific Power, then 
Australia’ s largest power utility company, to 
bring this technology to commercial 
readiness.  A spin-off company, Pacific Solar, 
was formed and established a pilot-line for 
the new technology. By the end of the 5-year 

program, Pacific Power, originally scheduled 
to finance the following commercialisation 
phase, had been disbanded and new partners 
were required.  This process resulted in a 
successor company, CSG Solar, being formed 
supported largely by Q-Cells, a German 
company which subsequently became the 
world’s largest photovoltaic manufacturer. 
 
(a)

 
(b) 

 
 
Figure 14:  (a) Crystalline silicon on glass 
(CSG) solar cell with a thin polycrystalline 
silicon layer 1-2 microns thick is deposited 
onto glass;  
(b) 1.4-m2 CSG module of 75-105W output 
manufactured in Germany from 2006. 
 
CSG thin-film polysilicon modules (Green, et 
al., 2004; Green, 2009b) were introduced 
onto the market in June 2006 with annual 
production capacity of circa 10 MW/year.  
This was a period where rapid expansion of 
the PV industry had increased its demand for 
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high purity polysilicon source material beyond 
the ability of the microelectronics industry to 
supply.  The subsequent shortage caused a 
massive escalation in prices that both 
provided a window of opportunity for thin-
film technologies, as well as encouraging a 
huge number of new entrants into the 
polysilicon refinement industry.  The long 
lead-time for building these polysilicon plants, 
however, kept the thin-film window of 
opportunity open for several years. During 
this period, about 10 MW of CSG panels 
were installed around Germany, often in large 
fractional- or multi-MW fields, such as 
Eurishofen and Thalheim. 
 

 
Figure 15:  Aspiring thin-film companies 
listed by Photon International as having 
product on the market in February 2008.  
Bars show nominal module efficiency, 
including range meeting specifications. 
 
However, as new polysilicon refining capacity 
came on line, the polysilicon shortage quickly 
turned into a glut and the price of silicon cells 
dropped precipitously.  Of the dozen or so 
aspiring thin-film companies marketing 
product in 2008 (Fig. 15), only one (First 
Solar) was sufficiently well established to 
survive the onslaught. All others, including 
CSG Solar, eventually disappeared, although 
Solar Frontier, with its Cd-free CIGS 
technology and parents with deep pockets 
(Shell and Aramco) has since established a 

viable market position (helped somewhat by 
the fortuitous timing of the rapid recent 
growth of a somewhat parochial Japanese 
photovoltaic market). 
 
The subsequent ongoing reduction in silicon 
wafer-based manufacturing costs has 
increased the difficulty of market entry for 
aspiring thin-film market entrants.  The 
author’s present perspective on this is that it 
is now difficult for any thin-film technology 
to match silicon’s costs, unless the thin-film 
technology can produce comparable or better 
energy conversion efficiency.  This would be 
possible with tandem cell stacks, although 
implementation with CdTe or CIGS 
technology does not seem imminent. 

 

Market Transition to PERC Cells 
As previously mentioned, the cell structure of 
Fig. 3, first fabricated in 1974 prior to the 
impact of UNSW research, has been the 
prototype for most past solar cell production 
(referred to as the “Al-BSF” approach).  The 
UNSW “buried contact” cell of Fig. 9, the 
Panasonic HIT cell of Fig. 13 and the 
Stanford/SunPower Rear Junction cell of Fig. 
12 have been higher efficiency variants that 
have gained restricted market share, 
championed by a single manufacturer in each 
case.  Similarly, thin-film technologies have 
also been restricted to a small and diminishing 
market share, with only First Solar (CdTe) 
and Solar Frontier (CIGS) manufacturing in 
any volume in 2015.  
 
Due largely to improvements in the pastes 
used to form the contacts and the ability to 
print increasingly narrow contact fingers, 
combined with the use of hydrogenated 
silicon nitride AR layers on top of thin 
interfacial oxides for top surface passivation, 
the performance of the standard Al-BSF cells 
have steadily improved to the stage where 
19% efficiency on monocrystalline wafers was 
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quite common in manufacturing in 2014.  To 
break through the 20% barrier in production, 
more innovative technology was required. 
 
This has focussed mainstream interest on 
bringing the UNSW PERC cell into 
production. PERC production capacity has 
increased rapidly over the past 3 years as 
indicated by Fig. 16, accounting the largest 
share of new production capacity added over 
this period (Fig. 17). 

 
Figure 16:  New PERC cell production 
capability added over recent years (total 
worldwide capacity for all cell types estimated 
as 50 GW at end 2014; 1 GW is the output of 
a large nuclear or coal fired power station) 
(Data Source: NDP Solarbuzz, Oct. 2014). 
 
Although the PERC cell involves more 
processing steps than the Al-BSF approach 
and it is therefore more expensive to make 
each cell, this extra cost is largely negated by 
the time the cells are encapsulated into 
modules, since each module gives extra 
power output.  When installed into system, 
the same leveraging results in lower costs than 
with Al-BSF product, since fewer modules 
need to be installed for the same rating.  
Moreover, as the technology is scaled and 
streamlined, the difference in processing costs 

between PERC and the former standard Al-
BSF approach will decrease. 

 
Figure 17:  Share of new silicon-based 
production capacity for different cell 
approaches (Data Source: NDP Solarbuzz, 
October 2014). 
 
Consequently, the industry expects that by 
2019, UNSW PERC technology will have the 
largest share of the photovoltaic market and 
hence leverage the largest share of clean 
energy investments in solar, estimated as 
totalling US$149 billion in 2014 (Liebreich, 
2015).  Figure 18 shows the International 
Technology Roadmap for Photovoltaics 
(ITRPV, 2015) estimates for market share of 
different cell technologies over the coming 
decade. 

Figure 18:  Industry consensus on expected 
market share of different silicon cell 
technologies (ITRPV, 2015). 
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Landmark Achievements 
As well as producing the first 20% silicon cell 
in 1985, several other landmark results have 
been achieved at UNSW over its 40-year 
history. In 1989, the group supplied cells to 
Sandia Laboratories that were used to 
construct the first photovoltaic system to 
convert more than 20% of the incident 
sunlight into electricity, in this case, by 
focussing the sunlight onto the UNSW cells.  
In 1993, UNSW repeated this feat for the 
more challenging case of unconcentrated 
sunlight.  The group also produced the first 
silicon cell to convert over 20% of space 
sunlight into electricity, as confirmed by 
NASA in high-altitude aircraft testing 
(resulting in a Space Aviation Award to the 
group).  Another 20% first was the first 20% 
cell on the lower quality multicrystalline 
silicon that forms the bulk of present 
commercial production, achieved in 1998 
(Green, 2009). 
 
More recent results include the first 25% 
efficient silicon cell in 2008 (Green, 2009) 
and, in November 2014, the first photovoltaic 
system to convert over 40% of incident 
sunlight into electricity, again by focussing the 
sunlight (Green et al., 2015). We again hope 
to duplicate this result in the not too distant 
future for the more challenging case of 
unconcentrated sunlight. 

 

Conclusions 
The first 40 years of UNSW photovoltaic 
research has produced some notable research 
achievements and greatly increased 
expectations of the efficiency levels that can 
be attained in commercial production. 
 
Another notable output from the laboratory, 
only briefly alluded to (Figs. 5 and 8) in the 
above condensed history, has been the highly 
trained researchers produced.  Many of these 

have provided the expertise for the transition 
of the manufacturing industry from high cost 
regions of the world to the Asian-Pacific 
region.  This, in turn, has being responsible 
for the dramatic reduction in manufacturing 
costs over recent years that has positioned 
photovoltaics as one of the lowest cost 
options for future electricity production. 

 
To mention only a few of these researchers 
and their achievements, Stuart Wenham (Figs. 
5 and 8), as part-time Chief Technical Officer 
(CTO) supporting another of my students, 
Zhengrong Shi (12th PhD student), 
established the first successful photovoltaic 
manufacturing venture in China.  This was in 
the form of Suntech Power, which became 
the world’s largest manufacturer, after being 
the subject of the largest technology float 
worldwide when the company listed on the 
New York Stock Exchange in 2005.   
 
Ted Szpitalak (Figs. 5 and 8) headed teams 
that established the production lines not only 
at Suntech, but also at JA Solar, China 
Sunergy and Global Sunrise (Taiwan). Jianhua 
Zhao (Fig. 8) has been CTO of China 
Sunergy since 2004, including when the 
company listed on NASDAQ. Mohan 
Narayanan (Fig. 5) has had a diverse career in 
the industry, which included being CTO of 
Trina Solar, the world’s largest manufacturer 
in 2014, at the time of its initial public 
offering (IPO).  In fact, of the top-5 
photovoltaic manufacturers in 2014, all either 
have former UNSW researchers at CTO or 
had them at critical stages of the company’s 
development, such as at IPO. 
 
With photovoltaics poised to become one of 
the largest energy industries of the future, it is 
hoped that, over the next 40 years, the 
laboratory will continue its combined roll of 
blazing the path to future generations of 
technology while producing researchers able 
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to spearhead the ongoing growth of the 
industry. 
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Abstract 
The wheat stem rust pathogen Puccinia graminis f. sp. tritici (Pgt) and wheat leaf rust pathogen P. triticina have 
been present in Australia at least since European colonisation. The stripe rust pathogen of wheat, P. 
striiformis f. sp. tritici (Pst), was first detected in 1979. Surveys of pathogenic variability in Pgt and P. triticina 
began in 1921/22, and of Pst in 1979, and have continued annually, uninterrupted ever since. These surveys 
involve the identification of races (pathotypes) in greenhouse assays, using wheat genotypes (“differentials”) 
carrying different resistance genes. Virulence determinations have targeted principally all stage (“seedling”) 
resistance genes, and only rarely adult plant resistance because of the technical difficulties of working with 
adult plants under controlled conditions. Data compiled since surveys for each pathogen began strongly 
implicate periodic introduction of exotic isolates, single-step mutation, and more rarely somatic 
hybridisation, as the major processes generating genetic diversity. The surveys have also provided clear 
evidence of migration of rust isolates throughout Australian cereal growing regions, with many examples of 
inoculum exchange between the eastern and western cereal belts, principally in a west to east direction. The 
long term surveys of wheat rust pathogens in Australia have provided both information and pathogen 
isolates that have underpinned rust control efforts, from gene discovery to post-release management of 
resistance resources. Increasingly, information on the pathogenicity of rust isolates is being complemented 
by estimates of genetic diversity, using selectively neutral markers to gain refined insight into the evolution 
and maintenance of virulence, migration pathways, and periodic long-distance migration events.  

Keywords 

Biosecurity; genetics; Puccinia; resistance; surveillance; Triticum 
 

 

Introduction 
The demonstration of pathogenic variation in 
the wheat stem rust pathogen (Puccinia graminis 
f. sp. tritici; Pgt) almost 100 years ago by 
Stakman and Piemeisel (1917), and later in the 
wheat leaf rust pathogen (Puccinia triticina; 
Mains and Jackson, 1921) and the wheat 
stripe rust pathogen (Puccinia striiformis f. sp. 
tritici, Pst; Gassner and Straib, 1932), were 
crucial steps in the effort to develop wheat 

varieties with durable genetic resistance to 
these important plant pathogens.  These early 
studies identified wheat genotypes 
(“differentials”) that varied in response to rust 
isolates, and the pathogen variants identified 
on these standard differentials were referred 
to as races.  Later studies showed that some 
races could be further subdivided based on 
pathogenicity on additional differential 
genotypes, and these sub-types within races 
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were referred to as strains or pathotypes.  
Race (pathotype) surveys of the three wheat 
rust pathogens, which involve greenhouse 
testing of rust isolates on seedlings of 
differential genotypes, have since been 
undertaken in many regions of the world.  

In Australia, surveys of the wheat rust 
pathogens Pgt and P. triticina were initiated by 
Professor W. L. Waterhouse at the University 
of Sydney in 1921/22, and have continued 
uninterrupted since.  Surveys of Pst began in 
1979 following its first detection in Australia 
(Wellings, 2007).  Professor Waterhouse was 
President of the Royal Society of New South 
Wales in 1937, and his Presidential Address 
published in the Society journal in 1938 was 
titled “Some aspects of problems in breeding 
for rust resistance in cereals” (Waterhouse, 
1938).  In drawing attention to the 
importance of rust diseases in wheat, it was 
stated that “the ravages of rust in New South 
Wales have caused losses amounting to an 
average amount of £250,000 per annum 
during the past twenty years”.  Noting the 
discovery by Biffen of Mendelian inheritance 
of resistance to rust in wheat, Waterhouse 
(1938) further discussed the nature of 
resistance to rust in wheat, describing three 
main forms of resistance shown by plants to 
rust.  A summary of the results of pathotype 
surveys for Pgt, P. triticina, and several other 
rust pathogens of oat and barley from 1922 to 
the end of 1937 were then provided. 

Annual surveys of pathogenic variability in 
the three wheat rust pathogens have 
continued uninterrupted since 1921/22 (Pgt 
and P. triticina) and 1979 (Pst), at the 
University of Sydney.  The information 
generated from this work has been crucial to 
rust control efforts based on genetics, which 
have delivered substantial benefits to the 
Australian economy. 

 

Wheat Rust Pathotype Surveys in 
Australia 

A fascinating feature of some rust fungi is 
heteroecism; a requirement by some species 
for two unrelated hosts for completion of the 
full life cycle.  Pgt and Pst require both wheat 
(a monocot) and certain species of Mahonia, 
Berberis, or Mahonia x Berberis hybrids (dicots) 
to complete their full life cycles, while P. 
triticina requires wheat and either Thalictrum 
speciosissimum or Isopyrum fumaroides (both 
dicots).  In all three pathogens, sexual 
recombination occurs on the dicot host, 
which is often referred to as the alternate 
host.  The alternate hosts of all three rust 
pathogens are rare or absent in Australia, and 
it is generally believed that sexual 
recombination is similarly rare or absent here 
(Watson and Luig, 1958; Wellings, 
unpublished).  Data compiled since surveys 
for each pathogen began strongly implicate 
periodic introduction of exotic isolates, single-
step mutation, and more rarely somatic 
hybridisation, as the major processes 
generating genetic diversity.  The surveys 
have also provided clear evidence of 
migration of rust isolates throughout 
Australian cereal growing regions, with many 
examples of inoculum exchange between the 
eastern and western cereal belts, principally in 
a west to east direction (Park et al., 1995).  

 

Rust resistance gene and pathotype nomenclature   

More than 204 resistance genes/ alleles have 
been characterised in wheat to date (Park, 
2016).  Because of the relatively large 
chromosome number in hexaploid wheat 
and the large number of resistance genes 
already known, new genes are usually 
mapped to a chromosome arm before being 
permanently named.  Linkage studies and 
tests of allelism may then be necessary to 
determine if the locus is distinctive.  Once 
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distinctiveness is proven, the locus is 
numbered using the designation Sr for stem 
rust, Lr for leaf rust, and Yr for stripe rust. 

Many different systems have been devised to 
name rust pathotypes.  The systems used in 
Australia were outlined by Park (2008). 
Pathotypes of Pgt are identified following the 
system described by Watson and Luig (1963) 
in which six genotypes permit a standard race 
designation (Stakman at al., 1962), and an 
additional 11 wheats and two triticales 
numbered from 1 to 13 (the Australian 
supplemental differentials) allow further 
characterisation (Park, 2008).  Wheat leaf rust 
pathotypes are identified using four genotypes 
that permit a standard race designation 
(Johnston and Browder 1966), and an 
additional 11 wheats used as Australian 
supplementary differentials. Pathotypes of Pst 
are identified using an International 
differential series and a European series, with 
a number assigned to each series by the 
addition of decanery values corresponding to 
each differential rendered susceptible.  The 
second number is preceded by the letter E to 
indicate the European series.  In Australasia, 
the pathotype formula is followed by A- or 
A+ to indicate avirulence or virulence, 
respectively, for a distinctive resistance 
present in a selection of the Australian 
cultivar, Avocet (Wellings et al., 1988) Puccinia 
graminis f. sp. tritici. 

The population structure of Pgt over the past 
93 years was strongly influenced by exotic 
introductions in 1925 (standard race 126), 
1954 (standard race 21), and 1969 (standard 
races 194 and 326) (Table 1), subsequent 
random mutations to virulence, and selection 
of genotypes with virulence matching 
resistance genes in cultivars.  

Prior to the detection of race 126 in Western 
Australia in 1925, Waterhouse (1952) 
identified six races, differentiated by their 
virulence/ avirulence on 12 differential wheat 

genotypes used in previous in studies in the 
USA by Stakman and Piemeisel (1917).  
Studies of the abilities of these six races to 
infect a wide range of wheat genotypes 
suggested they belonged to two race groups, 
one comprising races 43, 44 and 54, and one 
comprising races 45, 46 and 55 (Waterhouse, 
1938).  Race 126 spread to eastern Australia 
and by 1929 had all but superseded the six 
races detected previously, presumably due to 
increased aggressiveness (Waterhouse, 1952).  
The original race 126 along with several 
derivative pathotypes predominated until 
1954, when pathotype 21-0 was first detected, 
believed to have originated either from 
Berberis in Tasmania (Watson, 1958) or from 
Africa (Luig, 1977).  The frequency of this 
pathotype increased rapidly in eastern 
Australia over the next few years, and that of 
the 126- group declined.  Over 50 new 
pathotypes, all considered to have arisen via 
step-wise mutations tracing back to pathotype 
(pt.) 21-0, were detected during the 1950s and 
1960s (Luig and Watson, 1970).  

Pathotype 34-2,11 was first detected in 
northern New South Wales in 1957.  It 
combined certain pathogenic (Watson 1981) 
and isozymic (Burdon et al., 1982) features of 
both the 126- and the 21- groups, and on this 
basis was regarded to have arisen via somatic 
hybridisation between the two groups.  

In 1969, two distinct pathotypes (194-
1,2,3,5,6 and 326-1,2,3,5,6) were detected for 
the first time.  Both were initially identified 
from six samples collected during 1969 from 
New South Wales, Victoria and South 
Australia, and in 1970, in samples collected 
from Western Australia (Luig and Watson, 
1970).  Comparative studies of a range of 
features suggested that both originated from 
central Africa, possibly being transported to 
Australia by high altitude winds across the 
Indian Ocean (Watson and de Sousa, 1982).  
The first pathogenic change in these 
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pathotypes was the development of pt 343-
1,2,3,5,6, regarded as a mutant of pt 326-
1,2,3,5,6 with added virulence for Sr5 and 
detected in 1973 (Watson, 1981).  Several 
other subsequent changes were detected, and 
members of this group are now well 
established in Australian wheat growing 
regions. 

Pathotypes of Pgt detected in Australia during 
the past 10 years trace back to pathotypes 21-
0, 194-1,2,3,5,6 or 326-1,2,3,5,6 (R.F. Park, 
unpublished). 
 

Puccinia triticina 

The origins and evolutionary relationships 
between pathotypes of P. triticina detected 
prior to 1980 are not as well understood.  
Pathogenic variation in P. triticina has been 
monitored since 1926, when Waterhouse 
(1929) reported two pathotypes that could be 
differentiated on the Australian wheat cultivar 
(cv.)  Thew (Lr20).  New virulences were 
subsequently detected for resistance genes 
including Lr3a, Lr3ka, Lr14a, Lr15, Lr23 and 
the complementary genes Lr27+Lr31.   

Critical surveys of the leaf rust population in 
Australia between 1980 and 2013 provided 
strong evidence of five exotic incursions 
(Table 1), each of which has acted as a 
founding isolate and given rise to clonal 
lineages through sequential acquisition of 
virulence to single resistance genes: pathotype 
(pt.) 53-1,(6),(7),10,11 (first detected in 1981); 
pt. 104-2,3,(6),(7),11 (1984); 76-1,3,5,10,12 
(1996);  10-1,3,9,10,12 (2006); 76-3,5,9,10 
+Lr37 (2006).  A sixth lineage, derived from 
somatic hybridisation between isolates related 
to pts 53-1,(6),(7),10,11 and 104-2,3,(6),(7),11, 
was first detected in northern NSW in 1990 
(pt. 64-(6),(7),(10),11; Park et al., 1999).  

The incursions of five exotic P. triticina isolates 
during this 33 year period is of particular 
interest given that only one other exotic 

incursion of a wheat attacking rust was 
detected during that time (Pst in 2002; Table 
1).  The origin of each, the means by which 
they were introduced, and just why so many 
incursions of P. triticina have occurred, remain 
unknown.  Also of interest is that while a local 
mutation to virulence for Lr13 has not been 
detected, four of the five incursions carry 
virulence for this gene (viz. pts 53-
1,(6),(7),10,11; 76-1,3,5,10,12;  10-1,3,9,10,12; 
76-3,5,9,10 +Lr37).  Gene Lr13 is common in 
Australian wheat cultivars, and prior to the 
detection of 53-1,(6),(7),10,11 in 1981, was 
effective.  Following 1981, combinations of 
Lr13 with genes such as Lr1 (e.g. cv. AGT 
Katana, Arnhem, Diamondbird, Hartog, 
Kukri), Lr17b (e.g. cv. Declic, Lawson, 
Paterson), Lr24 (e.g. cv. Naparoo), Lr26 (e.g. 
cv. Grebe), and Lr37 (e.g. cv. Axe, Crusader) 
remained effective but eventually succumbed 
either as a result of the subsequent three 
incursions and/or mutational derivatives of 
the four Lr13-virulent pathotypes. 

 

Puccinia striiformis f. sp. tritici 

Stripe rust of wheat was first detected in 
Australia in 1979 (O’Brien et al., 1980).  The 
disease was first detected in Victoria and 
spread rapidly throughout most of the eastern 
Australian wheat belt.  The pathotype 
detected in 1979 was identified as 104 E137 
A-, and was considered to have been 
transported to Australia on contaminated 
clothing, likely from Europe (Wellings, 2007; 
Table 1).  From 1979 to 2006, at least 20 new 
Pst pathotypes were identified in Australia, 
each presumed single-step mutant pathotypes 
derived sequentially from the original 
pathotype detected in 1979 (Wellings, 2007).  

Stripe rust was not recorded in Western 
Australia until August 2002, when it was 
detected in the Newdegate Shire (Wellings et 
al., 2003).  Analyses demonstrated the 
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presence of a single pathotype (pt. 134 E16 
A+) that was distinct from eastern Australian 
Pst pathotypes not only in pathogenicity but 
also in AFLP phenotype, indicating a likely 
exotic origin (Wellings et al., 2003; Table 1).  
The new pathotype was subsequently 
detected in eastern Australia (southern New 
South Wales and South Australia) in 
September 2003, and has dominated the Pst 
population in all Australian wheat regions 
surveyed since then (Wellings, 2007).  While 
estimates of the cost of fungicidal control in 
2003 were about AUD $43 million, a more 
severe epidemic developed in 2004 and an 
estimated AUD $90 million was spent on 
chemical control (CR Wellings, unpublished 
data).  

Detailed studies of pathotype 134 E16 A+ 
demonstrated that its virulence profile on 
specific all stage resistance genes did not pose 
any greater threat to Australian wheat 
cultivars.  Despite this, many cultivars were 
noticeably more susceptible to this pathotype 
at later adult plant growth stages (Wellings 
and Bariana, 2005).  It is generally accepted 
that pt. 134 E16 A+ is more aggressive than 
pathotypes related to the 1979 incursion. 
While studies overseas showed that increased 
aggressiveness in Pst was at least in part 
attributed to adaptation to higher 
temperatures (Milus et al., 2006), Australian 
studies of pt. 134 E16 A+ under controlled 
conditions failed to show this and suggested 
that its increased aggressiveness is due to 
other factors (Loladze et al., 2014).  
Circumstantial evidence has suggested that 
this pathotype carries virulence for an 
uncharacterized APR gene common in 
current Australian wheat cultivars.  

 

Pathotype Surveys and Rust Control 
To have maximum impact in disease control, 
surveys of pathogenic variability in rust 

pathogens must be closely integrated with the 
development and management of new wheat 
cultivars.  Where this has been practiced, 
surveys have provided both information and 
pathogen isolates that have underpinned rust 
control efforts, from gene discovery to post-
release management of resistance resources.  
Information generated by pathotype surveys 
has been used to devise breeding strategies, 
inform selection of the most relevant isolates 
for use in screening and breeding, define the 
distribution of virulence and virulence 
combinations, allow predictions of the 
effectiveness / ineffectiveness of resistance 
genes, and issue advance warning to growers 
by identifying new pathotypes that overcome 
the resistance of cultivars before they reach 
levels likely to cause significant economic 
damage.  

 

Rust resistance genes in wheat 

In 1938, the year Waterhouse’s Presidential 
address to the Royal Society was published, 
the first stem rust resistant wheat was released 
in Australia - cv. Eureka.  It is now known 
that Eureka is protected from Pgt by the 
single resistance gene Sr6, located on wheat 
chromosome 2DS.  Since then, many loci 
conferring resistance to the three rust 
pathogens of wheat have been catalogued: 62 
genes/ alleles at 55 loci conferring resistance 
to Pgt (Sr2 – Sr58, the symbols Sr1, Sr3, Sr4 
and Sr9c were abandoned due to a lack of 
reference stocks or duplication with 
previously described loci); 73 resistance 
genes/ alleles conferring resistance to P. 
triticina (Lr1 to Lr73; the symbols Lr4, Lr5, 
Lr6, Lr7, Lr8, Lr40, Lr41 and Lr43 were 
abandoned due to a lack of reference stocks 
or duplication with previously described loci); 
and 69 genes/ alleles at 65 loci (Yr1 – Yr67; 
Yr26 is considered to be synonymous with 
Yr24) conferring resistance to Pst (Park, 
2016). 
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While most rust resistance genes identified in 
wheat confer resistance at all growth stages 
(often referred to as seedling or major genes), 
some confer resistance only at post-seedling 
growth stages (often referred to as adult plant 
resistance (APR) genes).  Genes conferring all 
stage resistance have a major effect on the 
resistance phenotype when challenged with 
an avirulent isolate, and consequently have 
also been referred to as “major genes”.  APR 
genes on the other hand can have either 
major, or more frequently minor, effects on 
the resistance phenotype, and are accordingly 
often referred to as “minor genes”.  

Establishing the genetic relationships between 
loci conferring rust resistance and their 
effectiveness has been crucial in gene 
deployment, ensuring optimal protection of 
crops from rust infection.  This research has 
relied on the use of rust isolates with defined 
virulence/ avirulence attributes, which have 
come from pathotype surveys.  One 
important outcome from this research has 
been the demonstration that some loci 
comprise alleles that cannot be combined in a 
homozygous state by hybridisation.  Three of 
55 loci conferring resistance to Pgt are known 
to comprise allelic series, viz. Sr7 (alleles Sr7a 
and Sr7b), Sr8 (Sr8a, Sr8b), and Sr9 (Sr9a, 
Sr9b, Sr9d, Sr9e, Sr9f, Sr9g, Sr9h) (Park, 2016), 
three loci conferring resistance to Pst 
comprise multiple alleles (viz. three alleles at 
the Yr3 locus, two at the Yr4 locus, and 
recently Yr5 and Yr7 were shown to be 
allelic), and allelic variation has been recorded 
at four loci conferring resistance to P. triticina 
(Lr2, Lr3, Lr17 and Lr22). 

Long term studies of pathogenic variability in 
Australia have also identified several 
resistance genes for which virulence has not 
been detected, including three pleiotropic loci 
that confer APR to all three rust pathogens 
and to the powdery mildew pathogen Blumeria 
graminis f. sp. tritici: Lr34/Yr18/Sr57/Pm38 

(Spielmeyer et al., 2005); Lr46 / Yr29 / Sr58 
/ Pm39 (Lillemo et al., 2008); 
Lr67/Yr46/Sr55/Pm46 (Herrera-Foessel et 
al., 2014).  All three loci are associated with 
the morphological trait leaf tip necrosis.  A 
fourth slow rusting APR locus, Sr2/Yr30, 
confers resistance to stem rust and stripe rust 
and is completely associated with the 
morphological trait pseudo black chaff (Singh 
et al., 2005).  With the exception of the 
Lr67/Yr46/Sr55/Pm46 locus, all have been 
used widely in commercial wheat varieties 
over many years and to date no cases of 
virulence have been reported from 
pathogenicity surveys.  

 

The value of rust resistance breeding as exemplified by 
stem rust 

Resistance genes have been used to great 
effect in protecting Australian wheat crops 
from rust.  In estimating the current and 
potential costs of diseases of wheat in 
Australia, Murray and Brennan (2009) 
calculated that rust control through resistance 
breeding, cultural methods and chemical 
intervention saved growers more than $1.5 
billion per year, of which about 67% ($1 
billion) was due to resistance breeding. The 
biggest impact of resistance breeding in 
control was estimated for stem rust, 
accounting about 93% of the overall value of 
control estimated at $470 million per year.  

Much of the success in controlling stem rust 
in Australia, especially in the rust-prone 
region of north eastern Australia, has been 
based on exploiting knowledge of pathogen 
variation in the development of new wheat 
cultivars.  From 1919 to 1938, wheat cultivars 
were susceptible to the six races detected by 
Waterhouse (1938).  Attempts to breed for 
resistance to these six races involved crosses 
between two wheats bred by William Farrer, 
Canberra and Thew, each carrying different 
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stem rust resistance genes.  A line selected 
from this cross yielded cv. Euston, which 
combined the resistances of the two parents 
and was resistant to the six rust races.  Euston 
was however rendered susceptible by the 
arrival of race 126 in 1925 and was never 
grown commercially (Watson and Butler, 
1984).  

The release of Eureka in 1938 heralded a 
second phase in stem rust resistance breeding 
(1938 to 1964) during which cultivars with 
single genes for resistance were released and 
new pathotypes with corresponding virulence 
were detected.  Following its release in 1938, 
cv. Eureka increased in popularity and by 
1945 occupied about 18% of the wheat area 
in northern New South Wales and 
Queensland (Watson and Luig, 1963).  
Virulence for Sr6 was first detected in 1942, 
and its frequency in the Pgt population in this 
region increased as the area sown to Eureka 
increased (Watson and Luig, 1963). Examples 
of other resistance genes that succumbed to 
presumed mutations in Pgt over subsequent 
years include Sr11 (cv. Gabo, released in 
1942, virulence first detected in 1948), Sr17 
(cv. Warigo, released in 1943, virulence first 
detected in 1959), and Sr9b (cv. Dowerin, 
released in 1948, virulence first detected in 
1960) (Park 2007).  

The loss of resistance in cultivars with single 
gene resistance during this time led to the 
concept of combining resistance genes to 
bestow greater durability, proposed by 
researchers more than 50 years ago (e.g. 
Watson and Singh, 1952).  From 1965 
onwards, cultivars with multiple resistance 
genes were deployed in many regions of 
Australia, significantly reducing yield losses 
due to stem rust epidemics.  During this third 
phase and until now, cultivars were protected 
by resistance genes Sr2, Sr9g, Sr12, Sr13, Sr17, 
Sr22, Sr24, Sr26, Sr30, Sr36, and Sr38, singly 
or more commonly in combinations.  

Overall inoculum levels and pathotype 
diversity in Pgt have declined in all wheat-
growing regions since the mid-1970s, likely as 
a consequence of the release of cultivars with 
such resistance gene combinations.  For 
example, while some 40 pathotypes of Pgt 
were identified in 1973, only 14 pathotypes 
were detected for the 10 year period 2003–
2013 (Zwer et al., 1992; R.F. Park, 
unpublished).  

 

Concluding Comments, Future 
Challenges and Directions 

Exotic rust threats 

The frequency of exotic incursions of wheat 
rust isolates into Australia has increased since 
the first such incursion was detected in 1925 
(Table 1), presumably due to inadvertent 
human-mediated transport of rust spores 
associated with increased and more rapid 
international travel.  Efforts to breed for 
resistance to rust have been successful in pre-
empting local mutations to virulence 
(McIntosh and Brown, 1997), but less 
successful in dealing with exotic incursions of 
rust isolates due to the inability to anticipate 
when these will occur, from where they will 
come, and consequently the virulence of any 
isolates that are introduced.  

The only wheat attacking rust pathogen not 
present in Australia is leaf rust of durum 
wheat caused by a variant of P. recondita that 
has Anchusa as its alternate host (Anikster et 
al. 1997).  While this pathogen is considered a 
serious exotic threat, new pathotypes of the 
three rust pathogens already in Australia also 
pose serious threats, as clearly shown by the 
impact of the incursions of new pathotypes 
of Pgt in 1925, 1954 and 1969, and of Pst in 
2002.  Of particular significance in this regard 
is “Ug99”, detected in Africa in 1999 
following the observation of severe stem rust 
infection in wheat nurseries in Uganda in 
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1998.  Greenhouse assays of a single sample 
of stem rust collected from these nurseries 
(accession “Ug99”) in South Africa identified 
the presence of a Pgt pathotype that has since 
become known widely as “Ug99” and has the 
North American race designation TTKSK 
(Pretorius et al., 2000; Jin et al., 2009).  This 
pathotype overcomes many of the resistance 
genes that protect wheat cultivars from stem 
rust, including Sr31, a gene for which 
virulence had not been previously detected.  
Analyses carried out on samples of stem 
rusted wheat collected from across a wide 
area have since shown that pathotype 
TTKSK is a member of a family of closely 
related pathotypes that is now known as the 
“Ug99” lineage.  In addition to Uganda, one 
or more of these pathotypes are present in 
Eritrea, Ethiopia, Iran, Kenya, Mozambique, 
Rwanda, South Africa, Sudan, Tanzania, 
Yemen and Zimbabwe (Park et al., 2011; 
Singh et al., 2011).  The “Ug99” lineage 
comprises at least seven pathotypes that differ 
for virulence on resistance genes Sr21, Sr24, 
Sr31 and Sr36 (Jin et al., 2009).  Studies using 
DNA-based microsatellite markers showed 
that many of these pathotypes have identical 
fingerprints, consistent with them being 
recently derived from a common ancestor via 
single-step mutation (Visser et al., 2009; 
2011).  Significantly, surveys in Europe, 
Turkey, Pakistan and India over recent years 
have failed to detect any of these pathotypes. 

The detailed knowledge of variability in Pgt in 
Australia that has come from pathogenicity 
surveys over the past 93 years has permitted a 
detailed understanding of Sr genes present in 
Australian wheat cultivars.  This has allowed 
predictions concerning the responses of these 
cultivars to exotic threats such as “Ug99” that 
have been refined by field testing germplasm 
in Kenya with the assistance of the Kenyan 
Agricultural Research Institute from 2005-07. 
Because Sr31 has not been used widely in 
Australia, the greatest impact of “Ug99” on 

germplasm to date has been due to virulence 
for Sr30, combined virulence for Sr38 with 
other genes, and more recently, virulence for 
Sr24 and Sr36.  While virulences for Sr30, 
Sr36 and Sr38 have been detected in 
Australia, virulence for Sr24 has not.  The 
genes Sr2, Sr12, Sr13, Sr22 and Sr26, effective 
against “Ug99” and derivatives, are important 
contributors to the resistance present in 
current Australian wheat germplasm. 

 

Maintaining and improving current levels of rust 
control 

It has been estimated that 50% of the cost of 
plant improvement involves breeding to 
maintain current yield and quality levels to 
meet the challenges of degrading growing 
environments and evolving pathotypes of 
major pathogens (“maintenance breeding”; 
McIntosh and Williamson 2004).  Despite the 
low levels of stem rust over the past 35 years 
in Australia, Pgt remains a serious potential 
threat to wheat production.  The 
development of virulence for Sr38 in Western 
Australia in 2001 (Park, 2008) was a timely 
reminder in this regard.  Despite the 
substantial successes of resistance breeding in 
controlling rust diseases in Australian wheat 
crops, the diseases continue to impact on 
production, with annual losses estimated at 
$147 million in 2009, most of which ($127 
million) was attributed to stripe rust (Murray 
and Brennan, 2009).  

Protecting the ca. $1 billion savings to the 
Australian wheat industry from resistance 
breeding and reducing the current impact of 
rust diseases will only be possible if resistance 
remains a priority in breeding programs, and 
if the wheat industry as a whole continues to 
support genetic approaches to rust control.   
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Achieving durable resistance to rust diseases 

The concept of durable resistance was 
introduced about 40 years ago, following a 
breakdown in the slow rusting or APR of 
several English winter wheats to stripe rust, 
including Joss Cambier, and the continued 
effectiveness of resistance in several other 
cultivars including Cappelle Desprez and 
Hybrid de Bersee.  The resistance in the latter 
was referred to as durable, and durable 
resistance defined as “resistance that remains 
effective when a cultivar is grown widely in 
environments favouring disease 
development” (Johnson 1978).  Durable 
resistance is a descriptive term; it does not 
provide any explanation of the causes 
underlying long lasting resistance.  It does, 
however, contain two conceptual elements, 
one being that there may be any of several 
underlying causes for durable resistance and 
the other that resistance that has remained 
effective for a long period of widespread use 
may not necessarily continue to do so in the 
future (Johnson, 1984).  

Experience to date suggests that 
combinations of multiple effective resistance 
genes contribute to durability by lowering the 
chance of virulence matching gene 
combinations developing. Furthermore, some 
genes, notably the pleiotropic APR genes 
Lr34/Yr18/Sr57/Pm38, 
Lr46/Yr29/Sr58/Pm39 and Sr2/Yr30, appear 
to be intrinsically durable.  These pleiotropic 
APR genes have in many cases been used to 
great effect in conjunction with all stage 
resistance genes, providing backbone 
resistance that may also have contributed to 
increased durability of all stage resistance 
genes. 

The advent of molecular genetics has 
provided new tools to assist in developing 
wheat cultivars with durable resistance.  The 
number of resistance genes for which tightly 
linked high throughput DNA markers are 

available continues to increase, allowing 
marker assisted selection and greater 
efficiency in assembling gene combinations 
(Kuchel et al., 2007).  The ability to 
incorporate multiple resistance genes by 
transformation will also become possible as 
more rust resistance genes are cloned.  To 
date, genes/ alleles at seven rust resistance 
loci have been cloned from wheat: three 
conferring resistance to leaf rust (Lr1, 
Cloutier et al., 2007; Lr10, Feuillet et al., 2003; 
Lr21, Huang et al., 2003), one conferring 
resistance to stripe rust (Yr36, Fu et al., 2009), 
two conferring resistance to stem rust (Sr33, 
Periyannan et al., 2013; Sr35, Saintenac et al., 
2013), and one conferring resistance to all 
three rusts and to powdery mildew 
(Lr34/Yr18/Sr57, Krattinger et al., 2009).  An 
important consideration in this approach is, 
however, possible suppression of resistance 
genes.  For example, recent studies showed 
that the powdery mildew susceptibility allele 
in wheat Pm3C, and three resistance alleles 
(Pm3a, Pm3b and Pm3f) all suppressed the 
resistance gene Pm8 (Hurni et al., 2014).  The 
mechanism of suppression was related to a 
post-translational mechanism; direct 
interaction between the two proteins 
produced by the resistance genes in tobacco 
suggested that the formation of a heteromeric 
protein complex may interfere with signal 
transmission in the defence reaction.  While 
this example may be an exception, clearly any 
strategy based on combining cloned 
resistance genes will need to take this into 
consideration. 

 

Improving rust diagnostics 

In concluding his Presidential address to the 
Royal Society of NSW, Waterhouse (1938) 
said “Looking now to the future, from what 
has been set out it is apparent that 
specialisation is to be expected in each of the 
cereal rusts.  And it must not be forgotten 
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that changes in the physiological races present 
may be looked for as time goes on.  Any 
breeding programme designed to give control 
of rust should take fully into account this 
phenomenon of specialisation”.  These 
comments have been soundly verified by the 
work that has been done since on 
understanding rust pathogen variation, which 
remains a crucial part of genetic approaches 
in controlling these pathogens.  

 The methods developed to identify rust 
pathotypes have not changed greatly over the 
past 90 years or so.  Using greenhouse assays, 
it takes about 2 to 3 weeks to identify a 
pathotype.  In addition to providing new 
tools to expedite wheat breeding, molecular 
genetics is beginning to provide insights into 
rust pathogens at the genomic level (e.g. 
Duplessis et al., 2011).  This has included the 
development of DNA-based molecular 
diagnostics.  Although it is not yet possible to 
identify a rust pathotype using molecular 
diagnostics, whole genome sequencing has 
allowed the development of diagnostic 
microsatellite (Simple Sequence Repeat; SSR) 
markers that have allowed rapid placement of 
rust isolates into clonal lineage genotypes (e.g. 
Bailey et al., 2015).  A preliminary study in 
which 70 Pgt isolates were sequenced has 
allowed the development of a Pgt SNP Chip 
(Illumina GoldenGate) containing 1,532 SNP, 
which can genotype an isolate of Pgt based on 
only a single pustule (Szabo et al., 2014).  
While such techniques are unlikely to replace 
greenhouse seedling assays, they will 
undoubtedly be used more routinely to 
provide rapid information on the identity of 
prevailing rust isolates as well as a greater 
understanding of rust pathogen population 
genetics and the development of new, 
sustainable approaches to rust control. 
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Abstract 
The structure and operation of the complex societies of the developed world are completely dependent on 
countless applications of technology, as we can observe in our daily lives.  But what we may be less 
conscious of is that the evolution of society – what it will be tomorrow – is also highly dependent on our 
development and application of technology; to a large extent our society is what it is today as a result of the 
technology we chose to apply in the past.  Engineers play a major role in the development and application 
of technology, and so have a responsibility for the evolution of society.  It is the nature of that responsibility 
that is the subject of this paper, and it is suggested that it is mainly in providing the information society 
requires in order to make its decisions. 
 

 

Introduction 
The mission of the Royal Society of NSW is 
to encourage studies and investigations in 
science, art, literature, and philosophy, and of 
these areas of intellectual activity science is 
currently by far the dominant topic in the 
Society’s discourse.  Science is about 
knowledge about Nature, and simplistically 
one could therefore expect that there is 
nothing further to be said about this 
knowledge as such; it is either there or it is 
not.  But knowledge is a very human product 
and involves such concepts as truth, 
verifiability, acceptability, and many more, so 
that there is a significant branch of 
philosophy dedicated to the study of the 
nature of this knowledge under the umbrella 
of Philosophy of Science.  Besides strictly 
philosophical issues, this umbrella also covers 
work that is to a large degree sociology, as it is 
concerned with how scientists work, how 
they associate, how they form opinions, etc.  

However, there is one important concept that 
does not apply to scientific knowledge, and 
that is value; not in terms of money or 
potential usefulness, but in an ethical sense.  
Knowledge itself is neither good nor bad.  
Knowledge has no influence on anything; it is 
only the application of knowledge that has an 
influence and can be good or bad. 
 
The application of scientific knowledge is a 
central part of engineering, but while there are 
strong links between the three areas of 
intellectual activity – science, philosophy, and 
engineering – the philosophical aspects of 
engineering are on the whole quite different 
to those treated in the Philosophy of Science.  
In both, we can talk about the nature of 
things themselves (ontology) and the nature 
of our knowledge of them (epistemology).  
Engineering raises some special issues, arising 
mainly from the role of heuristics in 
engineering practice, but it is above all ethical 
issues in engineering, either explicitly or 
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implicitly, that have seen considerable activity 
from both philosophers and engineers, as 
evidenced by some recent publications 
(Hector 2012, Christensen 2007, Beder 1995, 
Unger 1994, Vann 1997).  The issues have 
been mainly concerned with the behaviour of 
individual engineers towards other individuals 
as well as their environments, as exemplified 
by numerous Codes of Ethics.  These form a 
set of rules that define engineering as a 
practice; they form a framework that restricts 
how engineering is to be performed, but say 
nothing about the value of the engineering.  
The purpose of this paper is to initiate a 
discussion about an aspect of the 
responsibility of engineers that has received 
relatively little attention.  It arises from the 
accepted realisation that technology has a 
significant and rapidly increasing influence on 
the evolution of society.  Engineers play a 
major role in the development and 
application of technology, and with this role 
comes a certain responsibility for the 
direction in which society develops.  Some of 
the issues related to recognising and 
exercising this responsibility has been the 
subject of recent work (Aslaksen 2014); this 
paper focuses on the nature of the 
responsibility itself.  How can it be defined in 
operational terms, how can it be quantified, 
how is it influenced by other features of 
society?  To approach these and related 
issues, the paper first gives an overview of 
previous work relevant to the relationship 
between technology and society, to the 
relationship between technology and 
engineers, and to the relationship between 
engineers and society; all three of which are 
crucial to any discussion of the responsibility 
of engineers for the evolution of society.  The 
core of the paper is then the development of 
an understanding of what this responsibility 
consists of and what its limitations are, and as 
this understanding is necessarily based on a 
view of the process of evolution, the 

disclosure of that view is an important 
component of the paper. 
 

Background: Technology and Society 
The meaning of the word “technology” 
relates to the field of human activity that may 
be described as the modification of elements 
of the natural surroundings in order to meet a 
need; what we shall call a purposeful 
modification (Aslaksen 2012).  It started 
when humans developed the mental ability to 
recognise the possibility of such a 
modification and the physical dexterity to 
realise it, and the purpose included giving 
visual pleasure or increasing one’s self esteem 
(painting, ornaments, sculptures), 
worshipping a deity (monuments, temples), 
providing shelter (dwellings), increasing 
mobility (roads, bridges, boats), providing 
food (traps, weapons, agriculture), preparing, 
serving, and storing food (bowls, pots, plates), 
and so on.  This is roughly what the ancient 
Greeks identified as techné (which in Greek is 
spelt τεχνη, and would actually be texnh with 
Latin letters).  According to the dictionary 
(LSJ 1940), the word means “art, skill, 
cunning of hand”, and so, in the broadest 
sense, applied to any creative activity and the 
products that arose from it.  When then 
engineering became a recognised profession 
and the subject of philosophical enquiries as 
to its content and purpose, much of the early 
work was in the German language, and the 
word Technik was adopted to refer to both the 
activity of and artefacts produced by 
engineering.   As a result, the word technology 
took on this same meaning in much of the 
work in the English language on 
philosophical enquiries related to engineering.  
But within the engineering profession itself, 
technology means the knowledge and 
resource base engineers apply to create new 
works; the activity of creating the works is 
called engineering. 
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The identification of the resource and 
knowledge bases as constituting “technology” 
is a deviation from the use of “technology” 
by philosophers and sociologists, where it is 
used in a much more encompassing manner, 
such as “the production and use of artefacts”.  
And many publications on the philosophy of 
technology make no mention of engineering 
at all.  However, while much of what 
philosophers say about technology can be 
reflected onto engineering, it is important to 
keep the distinction in mind.  Whereas 
philosophers see technology as an activity (or 
at least including activities) and the resulting 
artefacts, as e.g. in Li (2010), no engineer 
would speak of “doing technology”. 
 
The concept of “technology” is also used 
extensively in sociology.  The tension 
between the usage of “technology” in 
engineering and in philosophy and sociology 
was discussed briefly in Aslaksen (2013a), but 
a useful perspective on the everyday use of 
the concept is given by Leo Marx (Marx 
1994), where he shows that the character and 
representation of “technology” changed in 
the nineteenth century from discrete, easily 
identifiable artefacts (e.g. a steam engine) to 
abstract, scientific, and seemingly neutral 
systems of production and control.  As a 
result, the newly refurbished concept of 
“technology” became invested with a host of 
metaphysical properties and potencies that 
invited a belief in it as an autonomous agent 
of social change, attributing to it powers that 
bordered on idolatry. 
 
The point of this is that the meaning of 
“technology” is unavoidably context-
dependent, and that must be taken into 
consideration throughout this paper. 
 
The relationship between technology and 
society has been a subject of study and 
discussion for more than a century.  

Heidegger (Heidegger 1977) recognised the 
achievements of engineering and the benefits 
of technology, but thought that there were 
already indications that this force was 
controlling us, that Nature in itself was losing 
its value and becoming simply something to 
be exploited, and that a run-away situation 
could arise.  Dessauer (Dessauer 1956) saw 
technology (and engineering) as an expression 
of God’s plan for mankind, which would lead 
us to independence from material restrictions 
and elevate us to a spiritual level, whereas 
Ellul (Ellul 1980) essentially saw the force as 
evil and the evolution of technology as the 
Devil’s work.  And, of course, we should not 
forget how we were banished from Paradise 
by tasting the forbidden fruit of the tree of 
knowledge; a parable that makes the 
engineer’s role somewhat akin to that of the 
snake, tempting society to move ever further 
away from its “natural” state. 
 
Much of the early work on the influence of 
technology regarded it as taking part between 
two separate spheres of existence; a genuine 
(or intrinsically, or unsullied) human sphere 
and a sphere in which technology is prevalent, 
see e.g. Mackenzie (1999) and Smith (1994).  
Technology was seen as developing under its 
own imperative, and so the interaction was a 
one-way process, with conflicts arising at the 
interface between the two, and with humans 
sometimes seen as the “victims” of 
technology.  More recent work sees the 
interaction as a process that is both two-way 
and so dynamic that it is not possible to make 
a clear-cut distinction between humans and 
technology.  Human behaviour is always a 
hybrid of supposedly human and technical 
aspects, and what is of interest are the 
different kinds of human-technology 
interactions.  This two-way process is treated 
in an article by Dorrestijn (Dorrestijn 2012) in 
the context of an analysis of the relevance of 
Foucault’s work to a philosophy of 
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technology, and is then reflected in the 
relationship between technology and society, 
which together form a complex system.  An 
article by Callon (Callon 1987), in which he 
describes and analyses the electric car project 
undertaken by Electicité de France in the 
1970s, is an excellent example of this.  He 
introduces the notion of an actor network to 
account for the interactions between the 
numerous elements making up the system, 
and emphasizes that these elements include 
people, organisations, and social movements, 
but also technological artefacts and 
assumptions. 
 
Another approach to investigating the 
relationship between technology and society 
is “social experimentation”, which consist of 
introducing an application to a segment of 
society and observing the effects.  It was used 
in the 70s and early 80s, but its utility was 
controversial, see e.g. Hausman and Wise 
(1985) and Archibald and Newhouse (1980).  
More recently the idea of technology 
introduction as social experimentation has 
been revived, in particular with regard to 
ethical concerns and the public’s “right to 
know”, by such groups as the 3TU.Centre for 
Ethics and Technology 
(http://ethicsandtechnology.eu). 
 
This two-way process, the mutual interaction 
between technology and society, can be 
viewed as a form of supply-and-demand 
relationship.  Society makes demands, in the 
form of needs and desires; technology 
provides solutions, and society provides 
feedback in the form of the degree of 
acceptance of these solutions.  The central 
issue is on what basis society evaluates the 
solutions; the quality of the information 
supplied by the technology providers. 
 

Engineers and Technology 
Nowhere is the context-dependence of the 
meaning of “technology” more apparent than 
in the relationship between engineers and 
technology.  If by “technology” we 
understand the resource and knowledge 
bases, then the relationship is very close; 
engineers are the creators of technology.  The 
direction and pace of development are 
influenced by the local market and investment 
conditions, as well as by advances in science, 
but the new construction elements, tools, and 
techniques added to the resource base, and 
the related knowledge added to the 
knowledge base in the form of articles, 
textbooks, and standards are all produced by, 
and the responsibility of, engineers. 
 
But, if we take the meaning of “technology” 
to be that given to it by society in general, i.e. 
by non-engineers, then the relationship of 
engineering to technology becomes much less 
clearly defined.  What society  experiences as 
“technology” is influenced by many other 
groups of people besides engineers, as has 
been pointed out by many authors, e.g. 
(Hughes 1987).  The reason for this is that 
engineers are today almost completely 
embedded in the framework we call industry, 
which encompasses not only private industry, 
but also government entities involved in 
applying technology and educational 
institutions involved in developing and 
disseminating technology.  What society 
experiences as technology is the product of 
industry.  An engineer on his or her own can 
accomplish very little, and so what society 
sees is the work of the engineer through an 
industrial interface in which numerous people 
play a part, such as workers, tradespeople, 
marketing and sales people, business 
managers, financiers, etc.  This has become 
more pronounced with the outsourcing of the 
engineering of public works to private 
industry, but also as a result of the increased 
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politicisation of the public service. The 
position of the engineer within industry, and 
the relationship between engineers as 
employees and the industrial entities in which 
they are employed will be a major boundary 
condition when it comes to considering the 
responsibility of engineers to society, and it is 
not a new issue.  In his essay The Captains of 
Finance and the Engineers, Thorstein Veblen 
wrote; “It is perhaps unnecessary to add the 
axiomatic corollary that the captains have 
always turned the technologists and their 
knowledge to account in this manner (for 
their own gain) only so far as would serve 
their own commercial profit, not to the extent 
of their ability; or to the limit set by the 
material circumstances; or by the needs of the 
community” (Veblen 1921). 
 
What is presented to society are applications 
of technology (in the engineering sense); 
society just call it “technology” as a sort of 
shorthand, but without much thought as to 
what this shorthand all encompasses.  The 
process that leads from an idea in the 
creator’s mind to a product in the user’s hand 
is largely hidden from most of society, and, of 
particular relevance in the present context, the 
role and responsibility of engineers in this 
process are hidden.  Most people would have 
a very vague (if any) idea of how the 

“technology” they see all around them and 
use every day is related to the work of 
engineers.  It is paradoxical that as technology 
becomes more and more pervasive, the 
relationship of engineers to technology, as 
seen by society, is becoming less and less 
visible. 
 
The relationship between engineers and 
industry, or what society sees as technology, is 
also discussed as part of a recent essay by 
Newberry (Newberry 2007).  In particular, he 
makes reference to the suggestion by Noble 
(Noble 1977) that industry has forcefully 
shaped the mechanisms for engineering 
education and professional socialisation in 
order to produce a “domesticated breed of 
engineers”. 
 

Engineers and Society 
The main point of the previous section 
regarding the significance of the relationship 
of engineering to society is that this is mainly 
an indirect relationship, with industry, in its 
various forms, as the intermediary.  While 
society sees various occupations, from dentist 
to bus driver, at work and understand what 
they do, engineers are largely invisible.  That 
is, the picture we need to keep in mind is that 
shown in Fig. 1. 

 
 

 
 
 
 
 
 
 
 

Figure 1:  The relationship between engineering and society, with 
industry as an intermediary. 
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Only rarely do engineers interact directly with 
society, free from any considerations of their 
ties with industry, and the products and 
services society sees and sometimes associates 
with engineers are presented by industry.  A 
couple of decades ago Langdon Winner 
wrote (Winner 1995): “One might suppose 
that the technical professions offer greater 
latitude in dealing with the moral and political 
dimensions of technological choice.  Indeed, 
the codes of engineering societies mention 
the higher purposes of serving humanity and 
the public good, while universities often offer 
special ethics courses for students majoring in 
science and engineering.  As a practical 
matter, however, the moral autonomy of 
engineers and other technical professionals is 
highly circumscribed.  The historical 
evolution of modern engineering has placed 
most practitioners within business firms and 
government agencies where loyalty to the 
ends of the organisation is paramount.  
During the 1920s and 1930s there were 
serious attempts to change this pattern, to 

organise the various fields of engineering as 
truly independent professions similar to 
medicine and law, attempts sometimes 
justified as ways to achieve more responsible 
control of emerging technologies.  These 
efforts, however, were undermined by the 
opposition of business interests that worked 
to establish company loyalty as the engineer's 
central moral concern (Edwin T. Layton, The 
Revolt of the Engineers: Social Responsibility 
and the American Engineering Profession, 
Cleveland: Case Western Reserve University, 
1971, ch.1, 2).  Calls for a higher degree of 
“ethical responsibility” among engineers are 
still heard in courses in technical universities 
and in obligatory after-dinner speeches at 
engineering societies.  But pleas of this sort 
remain largely disingenuous, for there are few 
legitimate roles or organised settings in which 
such responsibility can be strongly 
expressed.”  This is a major difference to 
other professions, such as medicine, where 
there is a direct interface between the 
profession and society, as illustrated in Fig. 2.

 
 
 
 
 
 
 
 
 
 
 
Figure 2:  Illustrating the indirect interaction between engineers and society, in (b), as opposed to 
the direct interaction between doctors and society (their patients), in (a) (from Aslaksen, 2014). 
 
 
The employment situation in engineering, 
which is different to that in e.g. medicine and 
law (although the independence of doctors 
and lawyers is being eroded, too), is a 
significant factor in the relationship between 
engineers and society, as discussed in 

(Aslaksen 2013).  The peculiar situation 
engineers find themselves in is that they are 
both employers and employees; not like 
ordinary workers, where their organisations – 
the unions – are quite distinct from their 
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are the two roles of engineers, employers and 
employees, evident in industrial companies, 
but also in the organisations that are 
supposed to represent the interests of 
engineers, such as the institutions of 
engineering.  In these organisations, the 
leadership is usually from the management 
side of either industry or academia, and there 
is a potential, and often a real, conflict of 
interest.  The adage “What is good for 
General Motors is good for the US” is here 
represented by “What is good for industry is 
good for engineers”. 
 
The current view and utilisation of the 
engineering profession has become so 
entrenched that few even entertain the 
thought that it could be different, and even 
fewer see that it should be different.  If one 
wants to consider the role of engineers in 
society, and their social and political 
responsibilities, one must first look at the 
current role of engineers in industry.  Industry 
has its own ideology and norms, described by 
such concepts as profit, value, turnover, 
growth, return on investment, efficiency, 
loyalty, and so on, and as long as these norms 
appear as natural features of society, rather 
than as something imposed on society, there 
is little incentive for engineers to question 
their current role or these norms.  It is not a 
role ordained by Nature; it is a role that has 
developed and received its current 
characteristics as part of the capitalist system, 
and it is a role that can be changed. 
 

Engineers and the Evolution of 
Society: the processes driving 

evolution 
The number of processes at work in society is 
very large, and in order to come to grips with 
them, we might try to introduce some form 
of taxonomy.  As a starting point, we could 
characterise a society by two groups of 

entities.  In the first group are entities 
characterising its physical development status, 
such as housing, public transport, health and 
education infrastructure, government 
institutions, and the like.  Essentially, this is 
what Popper called World 1.  In the second 
group are what we might call the society’s 
intellectual content, contained within 
literature, visual art, music, science, 
technology, and the like; what Popper called 
World 3.  (Poppers’ World 2, consisting of 
mental states, would not be accessible for 
characterising a society.)  Associated with 
each of these groups are processes that act on 
the entities; for example, education processes, 
mining processes, building processes, 
financial processes, etc.  However, for our 
purpose of investigating what drives changes 
to society this type of taxonomy is not very 
useful, as the result of a change to one 
process will most often result in changes to 
other processes. 
 
Focusing on the role of technology in 
changing processes in general, a starting point 
is to recognise that technology applications 
can be grouped into two large groups: those 
resulting in what we might call unproblematic 
changes, and the ones resulting in what we 
might call problematic changes.  There is 
nothing particularly compelling about these 
names, and there is no sharp boundary 
between the two groups.  In the first group 
we find those applications of technology that, 
at the time of their introduction, result in 
changes that are perceived as being obviously 
beneficial and not contributing to an area of 
significant societal concern.  Applications of 
technology in this group include the 
introduction of electric lighting, the motor 
vehicle, and such household appliances as the 
washing machine.  The process of acceptance 
is the one described above; basically the 
individual’s perception of cost-benefit, with 
some regulatory involvement to ensure public 
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safety and so on.  In the second group are 
applications that, already at the time of 
introduction are related to significant societal 
concerns, such as global warming, 
biodiversity, civil liberties, and genetic 
modification.  Both because such concerns 
emerge and change as part of the evolution of 
society and because the scale of the 
applications increase to a point where 
undesirable effects that were initially 
negligible become significant, applications 
may move from the first group into the 
second; a prominent example is coal-fired 
power generation. 
 
The significance of the two groups to our 
investigation is that the relationship between 
technology and society is quite different in 
each group.  In the first group, the 
information society requires to assess an 
application is very much directly related to the 
application; primarily concerned with the 
performance and cost of the application 
throughout its life cycle.  This is information 
the engineers would have available as a result 
of developing the application.  In the second 
group, society requires the additional 
information about how the application relates 
to the various societal concerns, and here 
there are a number of problems.  First of all, 
as in the choice and evaluation of any 
technology application, one needs to evaluate 
not only the particular choice of technology 
in isolation, but also in relation to other 
possible technologies that could fulfil the 
same purpose.  As these technologies may 
have different and additional societal 
concerns associated with them, the evaluation 
effort is greatly increased.  Then, in addition 
to its intended or primary use, an application 
may have other uses or features, some of 
which would potentially change society in an 
unwanted direction.  To what extent should 
engineers develop and disseminate 
information about these features?  Another 

problem is that, while the direct interaction of 
an application with a societal concern may be 
a matter of straight-forward technical 
information, such as the amount of carbon 
dioxide produced, the effect of this on the 
concern, in this case global warming and 
climate change, is a different matter, and 
involves the interface between engineering 
and science, as well as the distinction between 
definite data and probabilistic data.  This is 
very evident in the movement to society 
involvement in technology assessment (or 
participatory technology assessment, pTA), 
supported by what is known as post-normal 
science (Funtowicz and Ravetz 1991, 
Turnpenny, Jones and Lorenzoni 2011), and 
exemplified by such organisations as Living 
Knowledge: The International Science Shop 
Network (Living Knowledge), the Loka 
Institute (Loka), the Expert and Citizen 
Assessment of Science and Technology 
organisation (ECAST), and World Wide 
Views (World Wide Views), where there 
sometimes seems to be confusion between 
technology, engineering, and science.  A 
further problem is that some concerns have a 
non-rational basis, such as religious 
opposition to genetic engineering, and these 
and other issues make it more difficult to 
assess what technical information is relevant 
and appropriate in a given case. 
 

The Nature of Professional 
Responsibility 

That technology and its applications have a 
significant, and increasing, influence on the 
evolution of society is generally accepted and 
well documented, and in Aslaksen (2014) it is 
argued that the direction in which technology 
changes society is determined by the 
collective judgement of the members of 
society.  Furthermore, it was asserted that an 
important factor in forming that judgement is 
the information about the technology 
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available to the members of society, and that 
the quality of this information will play a 
major role in determining the direction in 
which society evolves.  This, then, places a 
significant responsibility on engineers, as the 
group within society best able to provide this 
information, and so we have arrived at the 
questions forming the core of this 
investigation, such as:  How can we define 
this responsibility?  What are the 
characteristics of the information to be 
provided?  How can engineers discharge this 
responsibility?  How, if at all, is this 
responsibility currently being addressed?  
How does it compare with other professional 
responsibilities? 
 
But before considering this rather special 
example of professional responsibility, it is 
useful to take a look at how professional 
responsibility is treated in the literature.  
Engineers are not the only professionals faced 
with problems relating to their responsibilities 
to society; it is a characteristic of any 
profession, as the special knowledge of the 
professional represents a form of power that 
must be wielded with consideration of its 
impact on society.  In particular, science has 
many similarities with engineering, and the 
responsibilities of scientists to society have 
taken on increasing importance since World 
War Two.  This development, and the issues 
involved in it, is treated in the book The 
responsible scientist, by John Forge (Forge 2008).  
It gives a very readable account of the issues 
involved in defining and understanding the 
concepts of responsibility, omission, and 
blame in general, and then reflects this onto 
the work of scientists, with a number of 
illustrative examples.  Of particular interest in 
the present context is the distinction between 
backward-looking and forward-looking 
responsibility, which Forge attributes to Baier 
(Baier 1987).  Although the distinction can be 
thought of as arising from the temporal frame 

of reference, our earlier comments on the 
nature of the responsibility of engineers for 
providing information to society show that 
this responsibility is clearly of the forward-
looking kind.  Ford discusses the problems 
associated with assigning forward-looking 
responsibilities at some length, and illustrates 
this by the case of the French scientist Joliot. 
 

The Particular Responsibility of 
Engineers for Providing Information 

to Society 
To put this responsibility into perspective, it 
might be helpful to compare it with a 
responsibility in another profession; that of 
the judiciary in the legal system.  In cases 
before the courts, judges are required to 
consider the information presented by the 
stakeholders in the cases, make judgements 
on the relevance and importance of the 
information with regard to the specific parts 
of the law that are applicable to each case, and 
provide resolutions in the form of sentences 
or orders.  The law, which provides the 
framework within which cases are brought 
and which forms the reference for the judges’ 
decisions, is provided by the legislative part of 
government and does, in principle, reflect the 
will of the people.  The judiciary does not 
have to make a judgement on whether a 
particular piece of legislation is good or bad. 
 
The engineers’ responsibility is to provide 
information to society in an unbiased manner 
and without making any judgement, but as 
this information is provided prior to society 
making any judgement regarding the 
technology, there is no framework to focus or 
restrict the information processing.  Society 
does define certain requirements on safety, 
pollution, and the like, but, firstly, these 
requirements usually refer to existing 
technology and, secondly, they are focused on 
preventing any physical harm rather than 
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making any judgement on the desirability of a 
particular technology or its influence on 
society.  So, whereas a judge is required to 
form a judgement about a case, but within the 
framework of the law, the engineers must not 
form a judgement regarding the technology 
application, but must form a judgement 
regarding the information to be presented to 
society, without having any prescribed 
framework to guide them as to what is 
relevant for this application.  In both cases 
there is a requirement of impartiality, or an 
absence of any bias in the judgement or the 
processing of information.  In the case of the 
judiciary, this requirement has been met by 
making the judiciary independent; in the case 
of engineers there is, as yet, no corresponding 
arrangement. 
 
Engineers are no different to anybody else 
when it comes to basic human traits, such as 
self-interest and self-delusion, and when 
engineers that have spent a long time 
developing a technology and becoming 
experts in this technology get an opportunity 
to employ the technology on a project, they 
are bound to present the application in a 
favourable light.  This is, in principle, no 
different to the situation in the legal world, 
where lawyers present their clients’ cases in 
the most favourable light, with the two sides 
in each case striving for different outcomes; 
within the law, but without much concern for 
what is true or best for society.  However, 
there is then an impartial judge who decides 
the outcome, and there needs to be a 
corresponding arrangement in engineering if 
society wants to be assured of receiving 
quality information about technology.  The 
current approach, in which the proponent of 
a new application engages a firm of 
consultants to provide an assessment of costs 
(incl. risks) and benefits is clearly flawed, as 
experience with both Environmental Impact 
Statements (Beder 1995) and some recent 

failures of major infrastructure projects 
illustrate (Poljak 2014). 
 
Let us now first consider the nature of the 
information and what is meant by quality in 
this case.  Seen from a member of society, 
quality means how appropriate the 
information is to the task of forming a 
judgement on whatever application of 
technology is being put forward.  That means 
that the language in which it is presented 
must be easily understandable, the depth and 
level of detail must be appropriate to the 
education and experience of the person, 
examples should relate to the person’s 
environment, and it must be easily accessible 
to that person in a timely manner.  It must 
also describe any relevant alternate solutions, 
and provide an assessment of their relative 
merits from a technical standpoint. While 
these requirements would seem to imply that 
the information has to be tailored to each 
individual member of society (and remember, 
society means all or a group of society, as 
applicable to the particular application), that 
would clearly not be practicable, and so there 
arises the issues of how to package the 
information, how to subdivide society into 
groups with relatively homogeneous 
membership, and how to reach each of these 
groups in an effective manner.  It will require 
engineers to have a good understanding of 
how society operates, how groups form, and 
which groups are relevant to a particular 
application. 
 
This packaging and targeting of the 
information will rely heavily on the engineers’ 
judgement of the relevance and importance 
of items of information to each of the groups, 
and this brings us to a related issue: the 
completeness of the information.  A problem 
with much of the current presentation of 
information about technology is that, without 
being directly untruthful, the presenters 
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emphasize those parts of the complete 
information that are favourable to their 
purposes, while either suppressing the other 
parts or implying that they are unimportant or 
irrelevant.  The task facing engineers is to 
reduce the information provided to what is 
required for the audience of the information 
to make a judgement, but in such a manner 
that it does not bias the judgement.  The 
requirements this task places on the engineers 
seem to indicate that these engineers would 
form a distinct group within the profession 
with regard to both their education and 
experience, and with a broader perspective 
than the engineers engaged in the industrial 
process of developing and applying 
technology.  The need for such a structuring 
of the profession was raised in a somewhat 
different context in a recent publication 
(Aslaksen 2015). 
 
The impact of a new application of 
technology on society does, as mentioned 
earlier, depend on numerous factors in 
addition to those that belong to engineering 
and about which engineers are best able to 
provide information.  The groups within 
society with the relevant information about 
these further factors have the same 
responsibility as engineers to provide factual, 
unbiased, and complete information, and it is 
the combination of all this information that 
then leads to society’s assessment of the 
application.  The process by which such an 
assessment is reached is highly complex and 
cannot be usefully defined in closed form.  It 
potentially involves all the human elements of 
society as a system, but the importance of an 
element in the assessment and acceptance 
process varies greatly from element to 
element and from case to case.  It is also a 
dynamic process which is currently changing 
towards broader society participation, as 
already noted, and as a result of the increasing 
presence of mass media (Petersen, Heinrichs, 

and Peters 2010).  The important point as far 
as the responsibility of engineers is concerned 
is that as participants in that process they 
need to clearly differentiate between when 
they, as members of the profession, provide 
information and when they, as members of 
society, assess the impact of the information 
provided by both themselves and others. 
 
There is then the question of the scope of the 
responsibility.  Producing the information is 
one thing, but that work only has an effect if 
the information is also put to use by society.  
To what extent does the engineers’ 
responsibility include developing and 
managing the process of presenting the 
information to society?  And even actively 
assisting society in understanding and using 
the information?  It would seem that at the 
very least it would include making society 
aware of the existence of the information and 
how to get access to it, which already points 
to an on-line database in which to deposit the 
information and from which it can be 
conveniently extracted, and some form of 
organisation to maintain it.  An early example 
of technology assessment was provided by 
the Office of Technology Assessment, and 
office of the US Congress that operated from 
1972 until 1995, and produced more than 750 
reports on new technology.  These reports are 
now stored at Princeton University, and 
available 1 .  Today there are numerous 
organisations dedicated to the relationship 
between science, technology, and society, 
such as the Danish Board of Technology 
(DBT), the Swiss Centre for Technology 
Assessment (Swiss), the Rathenau Institute 
(Rathenau), the Institute of Technology 
Assessment (ITA) of the Austrian Academy 
of Sciences, and the Norwegian Board of 
Technology (NBT).  However, these 
organisations are mostly concerned with 
assessing the impact of a given technology on 
                                                      
1 http://www.princeton.edu/~ota/ns20/legacy_h.html. 
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society and only peripherally concerned with 
assessing the data provided by the technology 
developers.  That is one reason why they are 
concentrating on the involvement of science 
and scientists and largely ignoring the 
involvement of engineers and the role of 
industry as a driving force within society.  The 
organisation we are considering would be 
responsible for providing the technical 
information about technologies and their 
applications and about what is involved in 
their realisation: the changes to the industrial 
structure, to education and training, and, to 
some extent, to power structures within 
society. 
 
The creation of such an organisation raises a 
number of issues.  How would it be funded?  
If it is to be unbiased and impartial, it could 
not accept funding from any party with an 
interest in the information and would have to 
be funded as a statutory body, although it 
could probably start its life in a less formal 
guise.  To what extent would it be liable for 
the information provided to society, and how 
could such a liability be covered?  If the 
information is provided on an “all care and 
no responsibility” basis, which seems most 
likely, the credibility will rest solely on the 
reputation of the person(s) that provide the 
information.  In that case, the organisation is 
essentially a clearing-house for the 
information, but it would have to ensure that 
only reputable engineers with no conflict of 
interest are accepted as providers. 
 
There are literally hundreds of new 
applications of technology presented to 
society every day.  Many of these are products 
and services that are scrutinised by consumer 
and other organisations that base their 
assessment on well-established standards 
(safety, energy efficiency, environmental 
impact, etc.), and for which no further 
technical information is required.  There 

therefore has to be a process of selecting 
those applications on which the public has to 
(or should) make an assessment based on 
technical information, and the engineers’ 
organisation would have to be free of any 
ideological bias in making this selection. 
 
Could any of the existing engineering 
organisations take on this additional role 
related to discharging the engineers’ 
responsibility for the evolution of society?  
There are basically two types of organisations 
that are relevant: Institutions or Societies of 
Engineering, and Academies of Engineering.  
Within each type there are significant 
variations from country to country, so in 
order to provide some detail within the space 
limitation of this paper, the following 
discussion is specific to Australia.  In 
Australia, The Institution of Engineers 
(Australia), trading under the name Engineers 
Australia (EA), is the main organisation 
representing engineers.  However, it does not 
represent only Professional Engineers, but 
also Engineering Technologists and 
Engineering Associates.  These three groups 
are defined briefly as follows: 
 
Professional Engineer:  Requires at least the 
equivalent of the competencies in a four year 
full time Bachelor’s Degree in engineering. 

Engineering Associate:  Requires at least the 
equivalent of the competencies in a three year 
full time Bachelor’s Degree in engineering. 

Engineering Technologist:  Requires at least the 
equivalent of the competencies in a two year 
full time Associate Degree in engineering or a 
two year full time Advanced Diploma in 
engineering from a university or TAFE 
(Technical and Further Education) college. 
 
Together, these three groups are called the 
engineering team, and EA considers them all to 
be members of the engineering profession.  
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According to the Census of 2011, the 
engineering team had 322,523 members, of 
which about 80% participated actively in the 
labour market.  Of this labour force 80%, or 
about 206,000, were Professional Engineers.  
Engineers Australia has about 100,000 
members, of which 41% are students, 53.5% 
professional engineers, and 4.5% 
Technologists and Associates, so that EA 
represents only about one quarter of the 
Professional Engineers in Australia. 
 
With regard to providing information to 
society, EA produces two types of 
documents: policy statements, and 
submissions to Government.  An example of 
the former is the one published in 2007, 
Climate Change and Energy, a comprehensive 
and clearly formulated document, setting out 
what EA supports and what actions EA 
believes need to be undertaken.  But it is a 
“passive” document, offering advice and 
reflecting the fact that EA and the profession 
has no power to demand or initiate any 
action.  An example of a submission to 
Government is the recent Submission to the 
Senate Economics References Committee into 
Australia’s Innovation System, published in July 
2014.  Again, a very well argued submission, 
but essentially “begging” Government to 
recognise the role of engineers in innovation. 
 
What these documents demonstrate is a 
cultural problem, and the questions EA 
should be asking itself, provide answers to, 
and find solutions to, include:  Why are not a 
significant proportion of federal and state 
cabinet minister engineers?  Why do 
engineering courses not have at least as high 
ATARs (Australian Tertiary Admission 
Ranking) as medicine and law?  As it stands, 
and with its watering down of the profession 
into the engineering team, EA does not 
appear to be suitable to take on the role of the 
organisation discussed above. 

The Australian Academy of Technological 
Sciences and Engineering (ATSE) advocates 
for a future in which technological sciences, 
engineering and innovation contribute 
significantly to Australia’s social, economic 
and environmental wellbeing.  The Academy 
is empowered in its mission by some 800 
Fellows drawn from industry, academia, 
research institutes and government, who 
represent the brightest and the best in 
technological sciences and engineering in 
Australia.  The Academy provides robust, 
independent and trusted evidence-based 
advice on technological issues of national 
importance. ATSE fosters national and 
international collaboration and encourages 
technology transfer for economic, social and 
environmental benefit.  ATSE would, in 
principle, have the reputation and integrity 
track record required for our engineering 
organisation, but there is a big difference 
between giving high-level policy advice to 
organisations and providing useful technical 
information to the general public, and it is 
doubtful if ATSE would even contemplate 
such a role. 
 
In the book The responsible scientist, introduced 
earlier (op. cit.), Forge goes on to examine how 
the scientific community is discharging its 
responsibilities.  Many scientific societies, 
including the Royal Society of London, the 
Acadèmie des Sciences of Paris, and the 
American Physical Society, represent science 
as an activity that is good and worth pursuing 
in itself, and are dedicated to furthering pure 
science without any consideration of its 
impact on society.  But there are also a 
number of other societies whose raison d’être 
is a concern with wider issues, and he 
mentions a sample of three.  The first is the 
Federation of American Scientists (FAS), 
founded in 1945 by some of the members of 
the Manhattan Project who were concerned 
about control of the awesome new 
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technology they had helped create.  The 
second is the Union of Concerned Scientists 
(UCS), founded in 1969 at MIT, which aims 
to devise means for turning research 
applications away from the present emphasis 
on military technology toward the solution of 
pressing environmental and social problems.  
The third is the British-based Scientists for 
Global Responsibility (SGR), which has 
similar aims to UCS, but is more explicit in 
stating what research it believes scientists 
should and should not be involved in. 
 
All of these organisations have a central point 
in common, both between themselves and 
with the organisation we are contemplating:  
they advocate something regarding what the 
members of their professions should and/or 
should not do.  But there is a major difference 
between all those scientific organisations and 
our organisation: they are concerned with the 
members’ conduct of their professional work, 
whether they should do certain types of work, 
and so on, whereas our organisation is 
concerned with providing society with 
information about its members’, i.e. the 
engineers, work.  We are, in this paper, not 
concerned with the type of work engineers do 
and the results of their work; we are solely 
concerned with ensuring society is in a 
position to make informed assessments about 
the resulting products and services. 
 
What this comparison with science is starting 
to point out is that, while it is important to 
have an organisational structure to provide an 
interface to society, there also has to be a 
societal or legal framework that allows the 
flow of information to take place.  This brings 
us back to the discussion, in Sec. 2, about 
engineers being embedded in industry, and 
how this limits their ability to provide 
information to society.  For engineers to be 
able to provide complete and unbiased 
information, society will have to demand it, and 

insist, through the political process, that a 
corresponding legal framework be put in 
place.  The right to know needs to be accepted 
as an inherent feature of an advanced society.  
Just as patients have the right to know all they 
want about their treatments, society should 
have the right to assess how technology 
applications will affect it, and the information 
provided by engineers forms an important 
part of that process.  And from the foregoing 
discussion of the various existing 
organisations involved, it seems likely that it 
will require an act of political will and the 
involvement of government to create the type 
of organisation we are advocating. 
 
The three main issues we have identified: the 
standing of the engineering profession in 
society, the visibility of the relationship of 
engineering with technology, and the ability 
of engineers to provide information to 
society, are all closely interrelated, and they 
need to be addressed in a coordinated fashion 
when assessing the responsibility of engineers 
to society. 
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Abstract 
Radiotherapy using heavy ion beam such as Carbon-ion has the advantage for the treatment of deep-seated 
tumour over conventional radiotherapy with X-rays due to an enhanced dose deposition  in  the Bragg peak 
(BP) at the end of the ion range.  The highest dose can be deposited in the tumour with much lower doses 
to the surrounding healthy tissue.  The Relative Biological Effectiveness (RBE) of a carbon-ion 
radiotherapy beam greatly depends on a depth of the target volume in the body and the nuclear 
fragmentation process that increases close to the BP or spread out BP (SOBP) as well as neutrons.  It is 
important to understand the RBE of the heavy ions in hadron therapy applications in order to deliver 
correct dose. 
 
Microdosimetry is extremely useful technique, used for RBE study  in unknown mixed radiation fields 
typical of hadron therapy.  Conventional detectors for microdosimetry consist of tissue equivalent 
proportional counters (TEPC) which have advantages of a spherical sensitive volume and tissue equivalency 
through use of a tissue equivalent gas.  However, TEPC has several limitations such as high voltage 
operation, large size of assembly, which reduces spatial resolution and introduces wall effects, and an 
inability to simulate multiple cells. 
 
A new silicon microdosimeter with 3D sensitive volumes (SVs) has been proposed to overcome the 
shortcomings of the conventional TEPC.  The new microdosimeter is called “bridge” microdosimeter as it 
has thin Si bridges between the SVs to support the Al tracks over the SVs.  The charge collection study of 
the new device and its application for RBE determination in 12C radiation therapy at the Heavy Ion Medical 
Accelerator in Chiba (HIMAC), Japan is presented. 
 
This work presented the first RBE10 derivation in a 12C ion therapeutic beam using a high spatial resolution 
silicon microdosimeter and demonstrated a simple and fast method for Quality Assurance in charge particle 
therapy. 
 

Introduction 
According to the NSW Cancer Registry 
Statistical Reporting, 1% of population per 
annum diagnosed with cancer.  
Approximately one third of Australians are 
expected to develop cancer during their 

lifetime with about two thirds of cancer in 
people aged over 65.  More than 50% of all 
patients with localised malignant tumours are 
being treated with radiation (Schardt, 2010). 
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Conventional X-ray radiotherapy is used for 
treatment of many types of tumour but it has 
limitations as it also irradiates normal tissues 
surrounding the tumours especially when 
tumours are located in proximity to critical 
organs or in paediatric treatments. 
 
Particle therapy is advantageous for the 
treatment of deep-seated tumours as the 
highest dose can be deposited in the tumour 
with much lower doses to the surrounding 
healthy tissue.  The energy deposition 
mechanisms of ions in matter are different to 
photons and dominated by electronic 
collisions for the relevant energies of primary 
ion described by Bethe-Bloch formula (Bethe, 
1930, Bloch, 1933).  The nuclear reactions 
contribute substantially to the ion dose via 
nuclear fragments and neutrons production.  
Fig. 1 shows a comparison of the depth dose 
distribution produced by MV photons and 
different energies of the 12C ions. 

 
Figure 1.  Depth-dose profiles of 60Co γ 
radiation, megavolt photons, and 12C ions in 
water (Schardt, 2010).  The fragmentation tail 
is clearly observed downstream of the 12C 
Bragg peak. 
 
In order to accurately predict radiobiological 
effects in humans due to the radiation field of 
a typical cancer treatment with ions, it is 
important to understand how the Linear 

Energy Transfer (LET) of primary and 
secondary ions varies with depth as well as its 
RBE. 
 
Microdosimetry is a method of measuring the 
microscopic pattern of ionizing energy 
deposition in a micron sized sensitive volume 
(SV) of similar dimensions to biological cells 
(Rossi, 1996).  This technique is extremely 
useful for understanding of radiobiological 
properties of unknown mixed radiation fields 
typical of space and aviation, as well as in 
hadron therapy.  The microdosimetric 
quantity used to describe the energy 
deposition in such a SV along a particles track 
is called the lineal energy deposition (y). 

 

y =
E
l

 
(1) 

where E is the ionizing energy deposited in a 
micron sized SV with an average chord length 
<l> from a single event.  The spectrum of 
stochastic events f(y) for all primary and 
secondary particles generated during an 
exposure of tissue to ionizing radiation can be 
derived from the spectrum of energy 
deposition events.  The partial fraction of 
dose deposited by the charged particles within 
lineal energy interval (y, y+dy) is d(y) and is 
given by: 

 

d(y) =
yf (y)
yF

, 
(2) 

where 

 

yF = yf (y)dy
0

∞

∫  is the frequency 

mean lineal energy and 

 

d(y) vs. y  is a 
microdosimetric spectra usually presented in a 
log scale as 

 

yd(y) vs. log(y) .  The major 
microdosimetric parameter relevant to RBE 
and derived from microdosimetric spectra is 

 

yD = yd(y)dy
0

∞

∫ , where 

 

yD  is the dose 

mean lineal energy.  Using the 
microdosimetric spectra and the 
microdosimetric kinetic model (MKM; Kase, 
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2011) the RBE of the 12C ion beam can be 
derived. 
 
The Centre for Medical Radiation Physics 
(CMRP) at the University of Wollongong has 
initiated the concept of silicon 
microdosimetry to replace the current 
microdosimetry gold standard, the TEPC.  
Compared to the TEPC, the CMRP silicon 
microdosimeters are advantageous due to 
being a solid-state detector with no gas-flow 
ensemble, having very low operating voltages 
less than 10V, extremely high spatial 
resolution of up to 10µm and a high degree 
of portability and ability to simulate multiple 
cells (Bradley 1998, 2000).  Three generations 
of silicon on insulator (SOI) microdosimeters 
have been developed, fabricated and 
investigated (Bradley 2000, Cornellius 2003, 
Ziebell 2008, Livingstone 2012).  Based on 
previous research and development at CMRP, 
the feasibility of the silicon microdosimetry 
concept has been proven.  Despite this 
success, a number of limitations have been 
observed in previous designs of SOI 
microdosimeter.  These limitations include 
non-uniformity of charge collection in the SV 
and diffuse charge collection outside of the 
SV (Ziebell, 2008).  In order to overcome 
these drawbacks, we have proposed further 
steps to optimize the SOI microdosimeters 
with the development of freestanding 3D 
SVs, the so called “mushroom” 
microdosimeter, using 3D detector 
technology (Tran, 2014).  A Geant4 
simulation study has been carried out to 
optimize the design and investigate the 
response of the “mushroom” microdosimeter 
in aviation neutron fields.  These results have 
given confidence to the new microdosimeter 
design (Tran, 2014).  However, the 
manufacturing process for fabricating free-
standing 3D SVs on a silicon substrate is 
complex.  As an intermediate step towards 
free-standing 3D SVs, an SOI 

microdosimeter with 3D SVs was produced 
by etching the silicon surrounding the SVs 
whilst leaving thin silicon “bridges” between 
the SVs to support the aluminium tracks 
electrically connecting SVs.  The new 
microdosimeter is called the “bridge” 
microdosimeter as it has thin Si bridges 
connecting the SVs.  The charge collection 
study of the new device and its application for 
RBE determination in 12C radiation therapy is 
presented. 
 

Material and Method 
Design of the 3D bridge microdosimeter 

The newly developed bridge microdosimeter 
has a large sensitive area of 4.1 x 3.6mm2 
designed for use in low dose rate 
environments such as those in aviation and 
space.  The device is segmented into three 
sections in order to reduce the noise by 
minimizing the capacitance and dark current 
of each segment (Fig. 2a).  Fig 2b shows a 
SEM image of an array of SVs of the 3D 
bridge microdosimeter where the surrounding 
silicon was fully etched down to 10µm depth 
using the deep reactive ion etching (DRIE) 
technique which produced a straight 
parallelepiped SV shape.  This new 
technology provided well-defined geometry 
of micron-sized 3D SVs. 
 
The microdosimeter is based on an array of 
4248 planar 30x30x10µm cubic SVs 
fabricated on a high resistivity n-SOI active 
layer of thickness 10µm and low resistivity 
supporting wafer.  Layers of phosphorus 
silicate glass (PSG) and SiO2 were deposited 
on top of the device.  Each SV was fabricated 
using ion implantation to produce the square 
p-n junction structure (Fig. 2c).  The even and 
odd rows of SVs are read out independently 
to avoid events in adjacent sensitive volumes 
being read as a single event in the case of 
oblique charged particle tracks. 
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Figure 2: a) A bridge microdosimeter 
mounted on a Dual In Line (DIL) package, b) 
a SEM image of arrays of SVs, c) A top view 
and a cross-section of the SV of 
microdosimeter. 
 

Ion Beam Induced Charge Collection (IBICC) 
Technique 

The charge collection efficiency for the 3D 
mesa bridge microdosimeter was investigated 
using the Ion Beam Induced Charge 
Collection (IBICC) technique at the 
Australian National Tandem for Applied 
Research (ANTARES) heavy ion microprobe 
at Australian Nuclear Science and Technology 
Organisation (ANSTO) (Siegel, 1999).  A 
monoenergetic beam of ions focused to a 
diameter of approximately 1µm was raster 
scanned over the surface of the 
microdosimeter.  A 5.5MeV He2+ ion 
microbeam was used in this study.  The 
IBICC signal corresponding to the beam 
position (X,Y) as well as the charge collection 
E for each event was processed into an event-
by-event list mode file.  Median energy maps 
showing the charge collection characteristics 
of the device were then created.  Energy 
calibration of the spectroscopy chain was 
performed using a pulse generator which was 
calibrated with a 300µm thick planar silicon 
PIN diode with 100% Charge Collection 
Efficiency (CCE) exposed to the ion sources 
used in the IBICC experiment. 
 

Experiment at 12C ion therapy facility – Heavy Ion 
Medical Accelerator in Chiba (HIMAC), Japan 

The 3D bridge microdosimeter was placed in 
various positions along the central axis of the 
Spread Out Bragg Peak (SOBP) of a 
290MeV/u 12C ion beam at the Heavy Ion 
Medical Accelerator in Chiba (HIMAC), 
Japan.  A modular polymethyl methacrylate 
(PMMA) phantom was used to adjust the 
position of the Bragg peak relative to the 
device. 
 
The cell survival irradiated with an absorbed 
dose of ionizing radiation D is described by 
the Linear Quadratic Model (LQM) as:  

 

S = exp(−αD − βD2), (3) 

 
The Relative Biological Effectiveness (RBE10) 
of the 12C ion beam is defined as the ratio of 
the absorbed dose required to achieve 10% 
cell survival using X-rays to that required 
when using the radiation of interest. 
 
The modified MK model (Kase, 2011) relates 
the microdosimetric parameter – dose-mean 

lineal energy to the LQM parameter α, 
for a particular radiation field.  Using the 
LQM of the cell survival response to 
radiation, the RBE10 can be expressed as: 

 

RBE10 =
2βD10,R

α 2 − 4βln(0.1) −α
, 

(4) 

where α, β are tissue radio-sensitivity 
coefficients (α in units of Gy-1 and β in units 
of Gy-2).  D10,R = 5.0Gy is the 10% survival 
dose for human salivary gland (HSG) tumour 
cells using 200 kVp X-rays. 

 

α = α0 +
β

ρπrd
2 y

* , 
(5) 

where α0=0.13Gy-1 is a constant that 
represents the initial slope of the survival 



JOURNAL AND PROCEEDINGS OF THE ROYAL SOCIETY OF NEW SOUTH WALES 
Tran et al. – 3D Bridge Microdosimeter 

 

48 

fraction curve in the limit of zero LET, 
β=0.05Gy-2 is a constant independent of 
LET, ρ=1 g/cm3 is the density of tissue and 
rd=0.42µm is the radius of a sub-cellular 
domain in the MK model. 

 

y* =
y0
2 (1− exp(−y 2 / y0

2)) f (y)dy
0

∞

∫

yf (y)dy
0

∞

∫
 (6) 

 

where y* is a restricted dose-mean lineal 
energy which is taking into account the cell 
overkilling effect for lineal energy larger than   
yo = 150keV/µm.  The same parameter yo was 
used at HIMAC in the experiments with the 
TEPC.  The conversion factor of 0.63 was 
used to convert the lineal energy deposition in 
silicon to tissue equivalent material (Bradley, 
1998). 

Results and Discussions 
Charge Collection Studies 

The response of the 3D bridge 
microdosimeter was investigated using 5.5 
MeV high LET He2+ ions.  Fig. 3 shows 
MCA (Multi-channel analyser) spectra and 
median energy maps obtained from odd and 
even arrays of the 3D bridge microdosimeter. 

The microbeam was scanned across the 
microdosimeter using a scanning area of 
0.3mm x 0.3mm.  The microdosimeter was 
biased at –10 V.  At –10 V the peak of the 
deposited energy distribution in the 10µm 
bridge microdosimeter is approximately 
1350keV which is close to expected value of 
1480keV from 5.5MeV He2+ in 10µm silicon 
and 1µm SiO2 over-layer, calculated by SRIM 
2008 (Ziegler, 2008).  Compared to previous 
generations of SOI microdosimeters, low 
energy events no longer exist in the 3D bridge 
microdosimeter because of excellent etching 
technique, removing silicon surrounding the 
SVs. 

Fig. 3b shows full charge collection in the SVs 
and slightly less than 100% charge collection 
efficiency in the bridge region due to diffused 
charge collection. 

 
Figure 3.  Response of 3D bridge 
microdosimeter to 5.5MeV He2+ ions biased 
at –10V.  (a) Energy spectrum and (b) median 
energy 2D map. 
 

Experiment at 12C heavy ion facility in Chiba, Japan 

Derived RBE10 values based on the MK 
model and 3D bridge microdosimetric 
spectra in response to 290MeV/u carbon-
ions is presented in Fig. 4.  The RBE10 values 
match very well with those obtained from the 
TEPC measurements.  Due to the high spatial 
resolution of the microdosimeter, a more 
detailed RBE10 distribution was obtained at 
the end of the SOBP compared to the TEPC.  
The maximum derived RBE10 found using 

!"#

$"#
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the bridge microdosimeter was 2.56 that is 
higher than the one of 2.35 obtained with the 
TEPC due to high spatial resolution of the 
SOI microdosimeter which was able to 
measure at the end of the SOBP with 0.5 mm 
resolution.  In general, the obtained RBE10 

values were found to be in good agreement 
with values obtained using a TEPC, with an 
exception immediately downstream of the 
SOBP in the fragmentation region.  This is 
due to two facts: i) The TEPC measurements 
being carried out in water which lacks the C 
atoms in PMMA; ii) the spatial resolution of 
the TEPC is not good enough to measure 
separately the distal part of the SOBP.  This 
region is determined by low energy 12C ions 
with high LET and the fragmentation region 
with the LET dropping fast below 
150keV/µm.  This leads to an effective 
increase in RBE10 where the chosen 
parameter of the overkilling effect is yo = 150 
keV/µm (equation 6).  It should be noted that 
the bridge microdosimeter measurements 
were done in a PMMA phantom while the 
TEPC measurements were carried out in 
water, hence range scaling has been used to 
match the results. 

 
Figure 4.  Derived RBE10 along the central 
axis of the SOBP of 12C ion beam, obtained 
by SOI bridge microdosimeter and TEPC at 
NIRS. 

Conclusions 
The CMRP 3D bridge microdosimeter was 
investigated in detail using 5.5 MeV He2+ 
microbeams.  The etching of silicon 
surrounding the SVs has shown to remove all 
low energy artefacts in comparison with 
planar SOI microdosimeters. 

This work presented the first RBE10 
derivation in a 12C ion therapeutic beam using 
a high spatial resolution SOI microdosimeter.  
The obtained RBE10 values were found to be 
in good agreement with values obtained using 
a TEPC, with an exception at the distal part 
of the SOBP.  This is due to TEPC 
measurements being carried out in water 
which lacks the C atoms in PMMA and a lack 
of high spatial resolution in the TEPC. 

The development of extremely high spatial 
resolution SOI microdosimeter is very 
important for better understanding of 
radiobiological dose in heavy ion therapy as 
well as aspects of physics of ions such as the 
fragmentation process and deposition of 
energy at the end of the BP. 

This current bridge SOI microdosimeter is an 
intermediate step towards a fully 3D 
microdosimeter with free-standing 3D SVs 
microdosimeter. 
 

Future Work 
The proposed 3D SVs microdosimeter 
(“mushroom” microdosimeter) is currently 
being fabricated at SINTEF MiNaLab.  The 
design of this 3D microdosimeter was 
proposed by CMRP, and it has 3D cylindrical 
SVs to provide a well-defined sensitive 
region.  Fig 5 shows the proposed fully 3D 
microdosimeter.  It is fabricated on SOI 
material with a buried oxide layer that isolates 
the microdosimeter’s SV from the support 
wafer.  An array of n+ electrodes and 
surrounding ring p+ electrodes are produced 
using DRIE, followed by polysilicon 
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deposition and doping.  The proposed 
microdosimeter is also important for 
characterization of RBE in neutron fields of 
aviation, space and accelerators radiation 
environment for radiation protection.  To 
improve the tissue equivalency of the new 
microdosimeter, the support handle wafer 
will be removed and filled with a tissue 
equivalent material such as polymethyl 
methacrylate (PMMA). 
 

 
Figure 5.  Proposed design of a fully 3D 
“mushroom” microdosimeter. 
 
Future work will also be focused on 
comparing the experimental response of the 
3D bridge and 3D mushroom 
microdosimeters in a 12C ion therapy beam 
with Geant4 simulations. 
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Abstract 

Amniotes (birds, reptiles and mammals) exhibit a remarkable range of reproductive strategies. The 
transition from oviparity (egg-laying) to viviparity (live birth) has occurred independently multiple 
times in squamate reptiles (snakes and lizards) and once in therian mammals (placental mammals and 
marsupials) and requires many changes to the uterus to allow the embryo to develop inside the 
mother. An important step in this transition is the evolution of a placenta. Formation of a placenta in 
early pregnancy requires substantial remodelling of the surface of the uterus, termed the plasma 
membrane transformation. Similar cellular changes occur in both placental mammals and live-bearing 
squamate reptiles which suggests this phenomenon plays an important role in the evolution of 
amniote viviparity. 
 
Marsupials are ideally placed to test theories of the generality and importance of the plasma membrane 
transformation of the uterus. Similar morphological changes also occur in a marsupial species 
(Sminthopsis crassicaudata; Dasyuridae), suggesting these changes are ubiquitous in amniote pregnancy, 
but remodelling appears to be underpinned by different molecular changes in each group. This study 
demonstrates that not all uterine changes are common across vertebrate lineages. Thus, the transition 
from egg-laying to live birth may involve flexible molecular recruitment as common molecules do not 
play the same roles in pregnancy in different live bearing groups. This study highlights the necessity of 
including marsupials as a separate mammalian group in comparative studies, and the valuable and 
novel contribution marsupials can make to evolutionary theories. 

Introduction 
The transition from egg-laying (oviparity) to 
live birth (viviparity) has occurred many 
times within the vertebrates and produced a 
remarkable diversity of live-bearing species 
(Blackburn and Flemming, 2009): from 
mammals, to live-bearing skinks and snakes, 
and even to male pregnancy in seahorses 
(Whittington et al., in review).  This life 
history transition involves many complex 
steps, including a reduction of the eggshell, 

and development of mechanisms to fulfill 
the embryo’s gas exchange and waste 
removal requirements during development 
in the uterus.  Repeated evolution of live 
birth within the vertebrate clade Amniota 
(birds, reptiles and mammals; Figure 1) has 
resulted in major differences in gestation 
length, and the amount of nutrients 
provided to the embryo during pregnancy.  
Despite these differences, viviparous 
members of this clade overcome the novel 
problems of viviparity in common ways.  
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The best example of a common strategy is 
the co-option of the characteristic extra-
embryonic membranes of this group, which 
in egg-laying taxa meet an embryo’s needs 
within an eggshell, to form a placenta in 
early pregnancy.  The placenta is a complex 
organ that forms from intimate contact 
between the embryo and the cells of the 
uterus as the embryo implants, and enables 
exchange of gases, wastes and, to varying 
extents, nutrients, to occur between the 
mother and the embryo within the uterus 
(Ramirez-Pinilla et al., 2012). 
 

 
Figure 1:  Phylogeny of the amniotes.  Blue 
branches indicate lineages which contain 
viviparous members. 
 
Placentation requires significant remodelling 
of the epithelial cells lining the uterus in 
early pregnancy to enable intimate contact 
between the uterus and the embryo. 
Without remodelling, the uterus will not 
become receptive to implantation by the 
blastocyst, and pregnancy will fail (Kaneko 
et al., 2008; Murphy, 2004; Murphy et al., 
2000; Orchard and Murphy, 2002; Zhang et 
al., 2013).  Hence, the cell changes that 
occur during this period, termed the plasma 
membrane transformation (Figure 2), are 

critical to determining the success of the 
pregnancy (Murphy, 2000; 2004; Murphy et 
al., 2000). 
 

Common Uterine Changes  
Recent studies of pregnancy in live-bearing 
lizards have identified changes that are 
remarkably similar to those changes 
involved in preparation for mammalian 
pregnancy (Biazik et al., 2007; Murphy et al., 
2000).  In both lizards and placental 
mammals, uterine cells flatten, and lose 
microvilli from their apical surfaces (Figure 
2), creating a smooth, flat surface to which 
the embryo can adhere (Murphy, 2004; 
Murphy et al., 2000; Orchard and Murphy, 
2002).  
 
Junctions in the lateral membrane undergo 
distinct structural changes (Murphy, 2000; 
Murphy et al., 2000; Orchard and Murphy, 
2002).  Tight junctions, which regulate fluid 
transport across the uterine lining, are 
modified to block unregulated solute 
movement into the uterus (Biazik et al., 
2007; Orchard and Murphy, 2002).  This 
modification enables precise control of the 
fluid environment surrounding the embryo 
during implantation and development 
(Murphy, 2000; Murphy et al., 1982). 
 
The number of desmosomes, or attachment 
points between epithelial cells, decreases at 
implantation as the remodelled cells become 
more labile (Biazik et al., 2010).  Thus, the 
apical and lateral morphological changes 
shared by squamate reptiles and placental 
mammals influence both the structural and 
chemical environment to which the embryo 
is exposed in the uterus. 
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Figure 2:  Remodelling of the uterine lining during pregnancy.  A) Non-receptive cells have long 
apical microvilli, short lateral tight junctions and numerous lateral desmosomes.  B) Receptive 
cells have undergone a ‘plasma membrane transformation’ (PMT) and are remodelled.  Apical 
microvilli are replaced by a smooth flat surface.  Laterally, tight junctions extend further down the 
membrane and the number of desmosomes is reduced.  Receptive cells are ready to receive the 
embryo at implantation (adapted from Murphy, 2000). 
 

Molecular Changes 
A common beginning to pregnancy in 
diverse live-bearing groups suggests that this 
suite of morphological changes is essential 
for receptivity and successful pregnancy in 
live-bearing species.  Remarkably, these 
apical and lateral changes occur whether the 
embryo breaches the uterine lining and 
invades maternal tissue, even maternal 
blood vessels, as it implants (haemochorial 
placentation), or whether the embryo simply 
adheres to the uterine lining and does not 
invade (epitheliochorial placentation; Biazik 
et al., 2010; Wooding and Flint, 1994).  
Repeated evolution of morphological 
changes in diverse groups suggests that the 
plasma membrane transformation is a 
fundamental characteristic of live birth in 

the amniotes (Murphy et al., 2000; 
Thompson et al., 2002). 
 
While morphological changes are common 
between viviparous groups, the molecular 
changes that underpin them are much more 
variable.  For example, modification of tight 
junctions involves the molecule claudin-5 in 
both placental mammals and squamate 
reptiles (Biazik et al., 2008).  Occludin, 
another key tight junction molecule, is also 
involved in this process in placental 
mammals, but not all viviparous skink 
lineages (Biazik et al., 2007).  Differences in 
patterns of key molecules involved in 
pregnancy suggest that the roles of these 
molecules differ between lineages (Biazik et 
al., 2007), and that the common 
morphological changes shared by different 
viviparous groups are underpinned by 
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flexible, or variable, molecular mechanisms 
(Brandley et al., 2012).  
 

The ‘Other’ Mammals 
Marsupials, while part of the same 
viviparous lineage as placental mammals, are 
a highly unusual mammalian group which 
has been distinct for at least 125 million 
years (Graves, 1996).  The unique features 
of pregnancy in this group mean that 
marsupials provide an important and novel 
perspective to studies of amniote viviparity 
(Graves and Westerman, 2002; Shaw and 
Renfree, 2006).  A short gestation period (as 
short as 12 days in Smithopsis. crassicaudata), 
followed by an extended period of lactation 
in the pouch (Carter, 2008; McAllan, 2011), 
during which most organ growth and 
differentiation of the young occurs (Freyer 
and Renfree, 2009; McAllan, 2011; Renfree, 
2010; Shaw and Renfree, 2006).  The 
marsupial embryo is surrounded by a shell 
for most of pregnancy and ‘hatches’ in the 
uterus several days before birth.  As a result, 
implantation and formation of a 
choriovitelline placenta do not occur until 
late in pregnancy, and in some cases, the 
placenta functions for only a few days 
(Roberts and Breed, 1994). 
 
Despite the unique features of marsupial 
pregnancy, a plasma membrane 
transformation occurs in the marsupial 
species Sminthopsis crassicaudata (the fat-tailed 
dunnart; Laird et al., 2014), demonstrating 
that uterine changes are a ubiquitous and 
essential requirement of amniote pregnancy. 
The next step is to identify the molecular 
changes that underpin the plasma 
membrane transformation in marsupial 
pregnancy, and to compare the molecular 
mechanisms with those of other live-
bearing mammals.  In this way, marsupials 
provide an ideal model system to test the 
generality of uterine changes in mammalian 

pregnancy and to identify their importance 
in the evolution of live birth in this group. 
 

Basal membrane changes in 
SSmmiinntthhooppssiiss  ccrraassssiiccaauuddaattaa  

We conducted a study of the molecules 
involved in changes in the basal plasma 
membrane of uterine cells during pregnancy 
in a marsupial (Sminthopsis crassicaudata; 
Dasyuridae).  Changes in the basal plasma 
membrane, particularly molecular changes, 
are potentially the most interesting and 
informative as they are directly involved in 
the cellular dynamics of implantation.  In 
the rat, implantation involves sloughing of 
regions of the uterine lining to facilitate 
invasion of the embryo into the underlying 
maternal blood vessels (Enders and 
Schlafke 1967).  Sloughing requires 
disassembly of protein complexes (focal 
adhesions) that anchor the uterine lining to 
the underlying uterine tissue.  This process 
involves loss of focal adhesion molecules, 
including talin and paxillin, from the basal 
region of cells before the embryo can 
implant (Kaneko et al., 2008; 2009). 
 
Highly invasive implantation and sloughing 
are rare among viviparous species.  Most 
eutherian embryos breach only the uterine 
lining, and not the maternal blood vessels, 
while in most live-bearing squamate reptiles, 
the embryo adheres to the uterine lining and 
does not invade (Wu et al., 2011).  It is 
therefore unlikely that preparation for 
implantation would involve the same basal 
changes as the rat in all viviparous groups.  
Instead, a specific set of basal changes may 
be required for different modes of 
implantation.  As implantation in S. 
crassicaudata is less invasive than that of the 
rat and no sloughing occurs (Roberts and 
Breed, 1994), this species is ideal to test the 
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relationship between uterine changes and 
implantation mode. 
 

 
Figure 3:  Immunofluorescence micrograph 
of talin localisation in uterine epithelial cells 
(UEC) during pregnancy in Sminthopsis 
crassicaudata.  A prominent line of talin 
localisation (green) occurs at the base of 
both opposing rows of uterine epithelium 
pre-implantation. 
Blue staining=cell nuclei; scale bar = 10µm. 
 
We fluorescently labelled talin and paxillin 
and identified the patterns of localisation of 
these molecules in uterine epithelial cells 
throughout pregnancy in S. crassicaudata.  We 
then compared these patterns to those that 
occur during rat pregnancy.  Interestingly, 
we found that both of these key basal 
molecules are also involved in pregnancy in 
S. crassicaudata, but the patterns of 
localisation differ to those of the rat.  While 
talin and paxillin are lost from the uterine 
lining in the rat before implantation, in 
preparation for sloughing, these molecules 
are most tightly localised to the base of the 
uterine lining during this period in S. 
crassicaudata (Figure 3).  This localisation 
pattern indicates that connections between 
the uterine lining and underlying tissue are 
strongest just before the embryo implants. 
 
Different patterns of localisation in uterine 
cells indicate that these molecules play 

different roles in marsupial pregnancy 
compared with rats.  As these two species 
have different modes of implantation, 
different molecular patterns imply that not 
all uterine changes in early pregnancy are 
common, as basal changes differ with 
implantation mode.  Importantly, different 
molecular patterns in these two species also 
highlight a fundamental difference in the 
response of the uterus to the embryo.  
While loss of the basal molecules talin and 
paxillin facilitates invasion in the rat 
(Kaneko et al., 2008, 2009), recruitment of 
these molecules to the basal plasma 
membrane of cells lining the uterus appears 
to strengthen the underlying connections of 
the uterine lining in S. crassicaudata. 
 

Conflict iinn  uutteerroo 
Different uterine responses to the embryo 
in both the rat and S. crassicaudata may be 
explained in terms of conflict between the 
mother and the embryo.  All vertebrate 
embryos can manipulate maternal 
reproductive physiology by releasing 
hormones and signalling molecules (Crespi 
and Semeniuk, 2004; Haig, 1993).  As the 
plasma membrane transformation enables 
intimate contact between embryonic and 
maternal membranes, embryos can 
manipulate maternal physiology to a greater 
extent, and thereby maximise their share of 
resources (Crespi and Semeniuk, 2004).  
Manipulation is potentially greatest in 
species in which the embryo invades the 
maternal vasculature, including rats and 
humans, as contact is most intimate 
(Wooding and Flint, 1994). 
 
Recent evidence suggests that less invasive 
types of implantation may evolve 
secondarily from highly invasive 
implantation in therian mammals through 
the accumulation of maternal defences to 
the embryo (Carter, 2008; Crespi and 
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Semeniuk, 2004).  Conflict in utero creates 
an ‘arms race’ which results in the evolution 
of counter strategies on the part of both the 
mother and embryo to gain control over 
resource allocation. 
 
The molecular changes in the uterus of S. 
crassicaudata, which has less invasive 
implantation, support this theory of 
placental evolution.  Reinforcement of the 
uterine lining, the first barrier to embryonic 
attachment, just before implantation of the 
embryo is likely to be an example of a 
maternal strategy to regulate invasion by the 
embryo in this species.  Hence, this study 
suggests that conflict occurs in utero during 
marsupial pregnancy, despite the relatively 
short gestation length in and brief direct 
contact between the uterus and the embryo. 
 
Identifying additional maternal defences 
involved in pregnancy in S. crassicaudata, and 
other marsupial species, will allow us to 
determine the extent to which conflict 
occurs in the marsupial uterus.  Such 
maternal defences may involve other key 
molecules which facilitate basal 
modification of the uterine lining, including 
members of the integrin molecular family 
(Kaneko et al., 2011). 
 
In particular, comparison with marsupial 
species with non-invasive implantation, 
such as wallabies and kangaroos, will be 
most informative as maternal defences to 
the embryo are likely to play a greater role in 
pregnancy in these species. 
 

Conclusion 
While shared morphological changes to the 
surface of the uterus facilitate attachment of 
the embryo in both marsupials and placental 
mammals, this study demonstrates that the 
molecular responses of the uterus to 
embryonic invasion differ between 

mammalian species.  The complex response 
of the marsupial uterus to invasion 
challenges the assumption that marsupial 
pregnancy is ‘primitive’ relative to the 
placental condition (e.g. Lillegraven, 1975), 
and highlights the need for these 
‘alternative’ mammals (Renfree, 2010) to be 
included as a distinct group alongside 
placental mammals in comparative studies, 
as both are critical to understanding the 
evolution of mammalian live birth. 
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Abstract 
Refugees from the current conflict in Syria have been exposed to a variety of stressors known to increase 
the risk of mental distress.  These may include witnessing atrocities as well as dealing with the challenges of 
surviving in the displacement context.  As a vast array of organisations rush to address mental health 
outcomes among Syrians, the scientific and conceptual validity of psychological tools used to assess and 
treat mental health difficulties becomes of paramount importance.  Many psychological tools for assessing 
trauma have been validated in western contexts, but not among Syrians.  This paper outlines three errors of 
reasoning which undermine the validity of psychological methods in cross-cultural contexts, including 
assuming that western psychiatric categories are universal constructs which can be applied in any context 
and failing to take contextual factors into account.  Qualitative research may help us to better understand 
culturally specific conceptions of mental health.  It is only once we have a solid understanding of how 
mental distress is understood and expressed among Syrian refugees that we can support effective 
interventions to alleviate it.  The strengthening of indigenous health systems can help promote culturally 
appropriate mental health care. 
 
Keywords:  Syria, Refugee, Psychosocial, Cultural, Assessment, Validity. 
 

 

Introduction 
The current conflict in Syria has led to the 
deaths of over 200,000 people (IAS, 2014).  
There are currently approximately 3.7 million 
registered refugees in surrounding countries 
(UNHCR, 2015).  Many Syrians have been 
subjected to human rights violations as a 
result of the conflict (Hassan et al., 2014; 
Ouyang, 2013).  Displaced Syrian’s face these 
challenges in the context of living conditions 
in which it may be difficult to satisfy their 
basic needs, and where they are isolated from 
support structures (Taleb et al., 2015). 

 
In this context, a myriad of international 
actors are seeking to address the 
psychological needs of Syrians.  However, in 
a rapidly changing environment, how can we 
be sure that the tools we use to measure and 
alleviate distress are appropriate?  In order to 
do no harm, we must work to validate our 
tools.  While there is pressure to act 
immediately in a crisis, ensuring the efficacy 
of action must remain paramount.  
 
The following is a discussion of factors which 
affect the validity of psychological 
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measurement tools in humanitarian settings.  
This discussion is part of an ongoing PhD 
research program exploring factors affecting 
uptake and implementation of mental health 
services among Syrian refugees living in 
Jordan and Turkey.  Our preliminary 
qualitative research has explored community 
readiness to address mental health difficulties, 
cultural factors which influence care seeking 
behaviour and culturally specific explanatory 
models used to understand mental health 
problems among Syrians living in Jordan.  
The next phase of our research will build on 
these foundational concepts with a Train the 
Trainer approach to build the capacity of a 
Syrian founded mental health organisation 
serving the refugee community in Turkey. 
 

Scientific Validity 
Most of the tools used to measure 
psychological disorders have been developed 
among western populations (Kleinman, 
1988).  In fact, most of the categories 
employed to understand what constitutes 
normal and abnormal behaviour may 
represent culture bound constructs which 
cannot be meaningfully applied in diverse 
cultural settings (Summerfield, 1999).  This 
calls into question both the conceptual 
framework and scientific validity of research 
into psychological health among refugees.  
 
In the field of clinical psychology, establishing 
the validity of psychological categories and 
how we measure them can be a complicated 
process.  Firstly, we must define what 
constitutes psychological disorder.  Most 
experiences associated with psychological 
disorder exist on a continuum within a 
population.  If we take the example of 
depression, most people experience sadness 
at some time in their life.  However, some 
people experience such intense feelings of 
sadness that they find it difficult to cope.  
They can no longer go to work or participate 

in healthy relationships.  It is a clinician’s job 
to determine whether a given individual’s 
level of sadness is so severe that it may be the 
product of a pathological process, understand 
what this process might be and help the 
person overcome it.  Traditionally, 
psychologists have sought to define 
psychological pathology by measuring 
reported experiences and behaviour within a 
given population, in order to determine what 
may be considered normal.  Experiences which 
fall at the extreme ends of a given continuum 
are then defined as abnormal.  As such, the 
definition of pathology in the field of 
psychology is a normative exercise, reflecting 
the values of the culture in which it operates 
(De Vos, 2011).  The category of psychological 
disorder labels individuals as falling within or 
without a range which has been classified as 
normal  (Plante, 2013). 
 
The purpose of defining and measuring 
normality is so that we can learn more about 
the underlying processes which contribute to 
distress.  Through the generation of 
psychological measures, psychologists can 
discover what kinds of processes are related 
to psychological disorder.  For example, 
repetitive negative thinking is often associated 
with depression (Papageorgiou and Wells, 
2004), a process for which we now have 
efficacious, evidence-based treatments 
(Kenny and Williams, 2007), thereby helping 
people to overcome depression.  The ability 
of this scientific research to uncover useful 
constructs relies on the use of valid measures 
to identify relationships between variables. 
 
Establishing the validity of measures is 
integral to interpreting empirical data in any 
discipline.  For example, if a biochemist 
wanted to measure the amount of a certain 
protein within a sample of tissue, she would 
require a special tool.  She could chose to 
label the protein with a fluorescent tag which 
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would light up, enabling her to identify and 
count the protein.  She would first need to 
ensure that this given tag accurately identifies 
the protein she is measuring.  That is, that her 
measure is valid.  In her field, her data would 
not be accepted as indicating the presence of 
the protein unless she used a validated 
measure.  Similarly, in order to be confident 
that measurement in the field of psychology is 
accurate, validated measures are required.  
However, in the case of cross-cultural 
research, validated measures may not be 
readily available (Hassan et al., 2014). 
 

Psychological Consequences of     
War and Displacement 

War and displacement can lead to a complex 
array of negative psychological outcomes 
(Mollica, 2008) yet mental health among 
refugees is not clearly understood (Nickerson 
et al., 2011b; Tol et al., 2011) as psychological 
research into the effects of trauma is primarily 
focused on non-refugee western populations 
(Murray et al., 2010).  Estimates of the 
prevalence of psychological disorder in 
humanitarian settings have ranged between 0-
99% (Steel, 2009).  Accurate measurement of 
prevalence has been hampered by 
methodological constraints including sample 
size, sampling procedure (Silove, 1999), and 
heterogeneous refugee populations (Murray 
et al., 2010) as well as difficulties in 
conducting research in crisis situations.  
Research comparing displaced, war-affected 
populations to non-refugees indicates 
elevated levels of psychopathology (Porter 
and Haslam, 2005), yet there is no 
psychological treatment for refugees which is 
firmly supported by a strong evidence base 
(Crumlish and O'Rourke, 2010; Palic and 
Elklit, 2011).  Research has tended to focus 
on posttraumatic stress disorder (PTSD).  
PTSD is a reaction to traumatic experiences 
characterised by intrusive symptoms, such as 
re-experiencing the event or nightmares; 

avoidance of trauma reminders; cognitive and 
mood alterations, such as memory 
disturbance, anger, guilt and estrangement; 
and physiological arousal (APA, 2013). 
 
Trauma leads to a wide variety of sequelae, 
including effects on brain development (Bellis 
et al., 2002); cognitive function (Koenen et al., 
2003); depression (Cardozo et al., 2004); 
uncontrollable anger (Brooks et al., 2011); and 
guilt (Gorman, 2001).  In the case of 
individuals who have experienced ongoing 
and extreme rights abuses, PTSD may not 
adequately capture the experience of 
survivors (Gorst-Unsworth et al., 1993); 
Herman, 1992).  In addition, there is limited 
research which explores individuals’ capacities 
for resilience during the refugee experience 
(Hijazi et al., 2014).  Conflict related trauma 
occurs in a context of disruptions to a variety 
of social, personal, cultural and political 
systems which normally promote health.  
Clinical frameworks for understanding 
refugee mental health need to take into 
account impacts on cognitive, interpersonal, 
social and existential functioning (Nickerson 
et al., 2011a).  A greater focus on a wider 
range of adaptive functions following trauma 
may help to ensure that research and 
treatment accurately address the subjective 
experience of survivors (Silove, 1999). 
 

Logical Fallacies in the International 
Application of Western Psychiatric 

Categories in Diverse Settings 
When epidemiologists measure the 
prevalence of categories like PTSD in 
humanitarian settings, the interpretation of 
findings is constrained by the validity of the 
measures used.  In order to arrive at the 
conclusion that these individuals suffer from 
the same discrete disease entity as that 
described in western populations, a number 
of logical fallacies may have been committed. 
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FFaallllaaccyy  11  
Arthur Kleinman (1988) identified the 
category fallacy, the assumption that the 
identification of symptoms in a different 
cultural context carries the same significance 
as they do in western culture.  For example, 
hopelessness in an affluent society in which 
people have the opportunity to exercise their 
rights, may be a sign of psychological 
disorder.  However, in a context of 
continuing loss where “powerlessness is not a 
cognitive distortion but an accurate mapping 
of one’s place in an oppressive social system” 
(Kleinman, 1988, pg. 15), hopelessness may 
be a normal reaction. 
 
Kleinman argued that culturally specific 
norms inform the way that emotional, 
cognitive and behavioural phenomena are 
interpreted, contributing to understandings of 
what constitutes normal and abnormal within 
a given society.  Each society has its own 
understanding of the factors which cause 
distress and psychological pathology.  These 
are explanatory models.  These conceptions 
will, in turn, determine the ways in which 
distress is expressed.  Therefore, each culture 
will have specific idioms of distress, of which 
western psychiatric categories are an example. 
 
Since distress may be expressed in a different 
manner in different cultural contexts, 
psychological measures which have been 
validated in one context, may not be valid in 
another, as items lack cultural relevance and 
do not include local idioms of distress (Velde 
et al., 2009).  For example, the Beck 
Depression Inventory (BDI) is a measure of 
depression which has been validated in 
numerous western samples (Beck et al., 1988).  
However, when Nicolas and Whitt (2012) 
compared qualitative responses of Haitian 
women to scores on the BDI, they found that 
these women did not identify with the 
symptoms on this checklist.  That is, the 

identified symptoms did not carry meaning as 
expressions of distress within their cultural 
framework. 
 
FFaallllaaccyy  22  
The assumption that the identification of 
symptoms associated with PTSD means that 
individuals have PTSD, may be an example 
of the fallacy affirming the consequent.  This error 
in reasoning takes the form: 
 
If you have PTSD, then you have these 
symptoms. 
You have these symptoms. 
Therefore you have PTSD. 
 
Although having PTSD entails having 
particular symptoms, those symptoms may be 
the result of causal conditions other than 
PTSD.  For example, recurrent memories and 
re-experiencing of traumatic incidents may be 
normative responses in the immediate 
aftermath of a traumatic event and may in 
fact be adaptive, as they aid in processing the 
experience (Gorman, 2001). 
 
Researchers who go into diverse cultural 
settings and use measurement scales to 
identify cases of PTSD may be committing 
this fallacy.  The scientifically valid procedure 
is to first assess the scale for criterion validity 
in the local context.  Criterion validity is 
established by examining the relationship 
between scores on the checklist and some 
external criterion (Van Ommeren, 2003).  For 
example, diagnostic cut-offs for a given 
checklist are established by comparing scores 
on the checklist to diagnosis following an in-
depth clinical assessment. 
 
Establishing criterion validity in a given 
community is vital to understanding the 
contextual factors associated with the 
identification of a given set of symptoms, and 
whether or not these symptoms constitute an 
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abnormal reaction within that society.  The 
blanket use of unvalidated symptom 
checklists in humanitarian settings may 
pathologise reactions to stress, for how are 
we to determine what a normal reaction to an 
extreme situation is (Eisenbruch, 1991)? 
 
FFaallllaaccyy  33  
Another logical problem arises when the 
identification of symptoms associated with 
PTSD is taken as evidence to support the 
conclusion that PTSD is a cross-cultural 
phenomenon.  This may take the form of 
begging the question, a form of logical fallacy in 
which truth of the conclusion is assumed in 
the premise.  That is, the person making the 
argument has assumed that the conclusion 
they are attempting to prove is self-evident, 
using it as an axiom to support their 
argument (Garner, 2001).  It is a form of 
circular reasoning (not to be confused with its 
incorrect usage to mean “raises the 
question”).  In this case, researchers who 
employ western derived measurement 
instruments to measure PTSD symptoms in 
diverse cultures and take this as evidence that 
PSTD is a universal phenomenon, have 
actually assumed this by applying western 
categories as if there were self-evident 
(Summerfield, 1999). 
 

Ethnographic Research can help 
validate Assessment Tools 

It is circular to apply culture-bound western 
psychiatric categories (Kirmayer, 2006) as first 
principles in cross-cultural research.  
Ethnographic and qualitative research can 
help us to understand what constitute 
concepts of “mental” and “health” in local 
taxonomies.  Through this process we can 
validate the basic assumptions upon which 
assessment instruments are based (Kleinman, 
1988).  It is only once we have taken these 

initial steps that the prevalence of mental 
disorder in a given context can be established. 
 
A psychiatric ethnography would hope to 
make clear local conceptions of health and 
disease from the perspective of daily practices 
and coping strategies.  Bolton and Tang 
(2004) seek to do this by applying 
ethnographic methods in a rapid assessment 
participatory model for use in humanitarian 
settings.  They trained local health workers in 
ethnographic techniques as a primary step to 
epidemiology and intervention planning.  
Participants’ unconstrained listing of concerns 
generated a prioritised list of local problems 
which identified the most pressing 
psychosocial issues to be discussed in in-
depth key informant interviews.  The 
outcomes of this qualitative analysis were 
used to develop a modification to the 
Hopkins Symptom Checklist (HSCL) which 
could measure the prevalence of locally 
described idioms of distress consistent with 
depression.  In a large randomly selected 
sample they further found that scores on this 
checklist were associated with both locally 
defined measures of functional impairment 
and western defined criteria for depression 
(Bolton and Ndogoni, 2000). 
 

The Importance of Identifying 
Distress 

Despite the theoretical limitations raised 
above, many clinicians seek to apply 
psychiatric theory in diverse cultures with the 
aim of achieving practical outcomes 
(Kirmayer, 2006).  The link between 
traumatic events, such as torture, mental 
health disorder, such as PTSD or depression 
has been demonstrated across a wide range of 
countries (Steel et al., 2009).  Whether or not 
these categories are always valid, they may 
often indicate an increased level of distress.  
Many survivors of trauma do not require 
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psychological treatment, however it is 
imperative that treatments are available for 
people who do (Garcia-Moreno and van 
Ommeren, 2012).  Hopefully, work which 
seeks to gain a deeper understanding of local 
healing norms (for example the work of Al-
Krenawi and Graham (2000), Hinton et al. 
(2009), Mollica et al. (1993)) can assist in 
identifying individuals in need of assistance. 
 
Some argue that, while valid, these theoretical 
issues have led to polarisations which risk 
obscuring practical realities for the severely 
mentally ill (Kirmayer, 2006; Silove et al., 
2000).  However mental disorder is classified, 
the fact remains that across cultures, a subset 
of people suffer marked functional and social 
impairment as a result of mental health 
difficulties (Kleinman, 1988), most notably 
among those with severe problems such as 
psychosis, neurological disorder and epilepsy 
(Silove et al., 2000).  The mentally ill are at 
increased risk in crisis situations.  For 
example, when a psychiatric hospital in 
Aleppo, Syria, was bombed in 2012, patients 
had to flee and were left without support.  
There is evidence that some of these patients 
were subsequently killed by sniper fire while 
wandering the streets (Abou-Saleh and 
Mobayed, 2013).  
 

Identifying Distress Among Syrians 
In order to appropriately diagnose and treat 
mental health issues among Syrian refugees, it 
is necessary to understand how they perceive 
and describe mental health problems (Tol et 
al., 2011).  There are, however, no standard 
clinical instruments for assessing trauma 
which have been validated in Syrian 
populations (Hassan et al., 2014).  In fact, 
psychiatric services have historically not been 
widely available in Syria.  For example, in 
2012 there were <0.5 psychiatrists, 0 
psychologists and 0.5 psychiatric nurses per 
100,000 population in Syria (Okasha et al., 

2012).  Prior to 2011, available services were 
generally residential and restricted to major 
cities (1,200 beds) (Abou-Saleh and Mobayed, 
2013).  In addition, public health systems 
have come under attack in Syria and are no 
longer fully functional (Kherallah et al., 2015). 
 
In addition to having limited practical access 
to treatment options, stigma may prevent 
individuals from seeking help.  There is 
limited research on the impact of stigma 
among Syrians in particular, however, a 
review of 22 publications of psychological 
interventions adapted for Arabic speaking 
patients reported that a high number of 
papers identified fear of stigma as a barrier to 
care (Gearing et al., 2013).  Arabic speaking 
people interviewed in Sydney reported that 
having a heritable disease (such as 
schizophrenia) may be considered 
appropriate grounds for divorce and 51% said 
that isolating people with mental health 
disorders was considered normal (Youssef 
and Deane, 2006).  Fear of social 
consequences may lead to disclosure of 
somatic symptoms only (Weiss et al., 2001) 
and patients may be unlikely to attend 
dedicated mental health clinics for fear that 
they will be observed.  Provision of mental 
health services in the primary health care 
context may help to overcome this (Nasir and 
Al-Qutob, 2005). 
 
While it is important to ensure that 
professional help is available to those who 
would like it, Syrians may have alternative 
ways of coping with distress with which they 
identify more strongly.  For example, Syrian 
refugees in southern Turkey reported reasons 
for not seeking care, including only needing 
God, preferring to speak to family or friends 
and stating that their emotional reaction to 
the circumstance is normal, so they do not 
require specialised treatment (Jefee-Bahloul et 
al., 2014).  It is possible that members of the 
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Syrian refugee community are best placed to 
understand the mental health needs of their 
compatriots.  In which case, interventions 
which work to strengthen indigenous coping 
systems may be an effective means to 
overcome validity concerns in translating 
cultural conceptions of distress.  
 

Rebuilding Community Structures 
Silove and colleagues (Silove, 1999) identify 
how the breakdown of systems of social 
networks, justice and other support structures 
in post-conflict settings undermine 
community structures which might otherwise 
provide support to individuals.  Programs 
which help to rebuild these structures can 
promote healing at the community and 
individual level.  For example, greater trust in 
the community and a sense of community 
cohesion has been associated with better 
social support and reductions in mental health 
difficulties, in a longitudinal study of 
displaced children in Burundi, indicating that 
programs which build a sense of community 
may help children to marshal social resources 
in order to improve health (Hall et al., 2014). 
 
Situations of dependency associated with 
living in refugee camps, or lack of recognition 
of previous roles and qualifications in 
resettlement countries leads to major 
disruptions to individuals’ identity (Silove, 
1999).  Involvement in meaningful action 
leading to recognition as a valuable member 
of the community has been identified by 
refugees as contributing to recovery from 
PTSD following conflict and displacement 
(Ajdukovic et al., 2013).  
 

Conclusions 
For humanitarian organisations, mental health 
practitioners and scientific researchers 
working in conflict and post-conflict settings, 
questions of validity cannot be overlooked 

when applying empirically based methods to 
provide care to individuals who have 
experienced considerable adversity.  
However, there are limited opportunities to 
establish validity in the context of 
humanitarian crises.  One solution to this 
problem may be to employ measurement 
methods which have been validated in 
different contexts, and hope that they 
produce meaningful data.  An arguably 
superior solution is to take advantage of the 
skill and understanding of people within the 
local community.  The detailed cultural 
knowledge of these individuals enables them 
to make valid assessments of distress, 
whether conducting clinical assessments or 
research.  While some members of refugee 
communities will be in need of assistance in 
coping with the experiences of war and 
displacement, others are likely to be resilient.  
These individuals may be in a position to play 
a leadership role in rebuilding community 
support systems.  All humanitarian 
organisations are in a position to support 
these leaders to facilitate the generation of 
culturally appropriate psychosocial programs.  
Respecting their knowledge engenders respect 
and human dignity. 
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Abstract 
Practical usefulness in biological and clinical settings has become an important focus during the 
development and implementation of new instrumentation and assays.  These developments have allowed it 
to become possible to determine gene- and protein-content, as well as mutations within the transcriptome 
of a single cell.  In order to be able to reach the full potential of the available instrumentation and assays, it 
is required to develop a method to first isolate an individual cell.  This review serves as an overview of 
available techniques for single-cell isolation by describing the biological information about a single cell that 
can be obtained from each technique. 
 

 

Introduction 
The invention of the microscope in 1676 by 
Anton van Leeuwenhoek introduced the 
concept of studying how the human body is 
constructed.  From here, Robert Hooke 
coined the term “cell” as the basic building 
block for all living species.  The discovery of 
the cell was instrumental to further our 
knowledge about many aspects of the 
human body as focus was then shifted from 
whole tissue to cell suspensions so that 
analysis could be undertaken on cells with 
prior knowledge of their origin.  The 
development of the first immortal cell line 
in 1951, the HeLa cell line, showed that it 
was possible to investigate cells with respect 
to time to better understand how the cells 
respond to a particular treatment.  Using 
this understanding of how to encourage the 
continuous culture of cells, a wide range of 
cell cultures originating from various parts 

of the human body were created to learn 
how different parts of the human body 
react to external influences (Norris and 
Ribbons, 2006).  From these cell lines, it has 
been noticed that mammalian cells from the 
same cell line can respond differently to the 
same procedures to analyse them 
(Andersson Svahn and van den Berg, 2007).  
This means that information collected from 
cell populations represents averaged values 
and can potentially mask rare but important 
events (Di Carlo and Lee, 2006).  This has 
led to a shift from studying cells within cell 
lines down to individual cells in order to 
learn how each cell behaves and 
communicates with its neighbours.  A cell 
can for example be monitored as it migrates 
or divides into two cells.  The 
understanding of cell migration would give 
insights into the nature of tissue repair after 
injury whilst cell division is of interest in for 
example, cancer, due to the uncontrolled 
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rate of cell proliferation of a cancer cell 
compared to a normal cell.  Furthermore, 
the dynamic study of living cells can 
increase the understanding of the 
interconnecting molecular events 
continually taking place in each cell as it 
responds to external influences such as a 
particular treatment or other cells.  As the 
human body contains a variety of cells such 
as stem cells, blood cells and tissue cells, 
that all vary in their behaviour, a wide range 
of single cell devices have been developed 
that enable behavioural information for all 
types of cells to be gained. 
 

Methods for Single-Cell Isolation 
Serial Dilution 

Just like with any problem facing 
concentrations or amounts that are too 
high, the first solution that tends to come to 
mind is to dilute the sample.  This was no 
different with cells, with the first methods 
to reach lower numbers of them being 
achieved by successively diluting cell 
solutions until it was possible to 
microscopically observe the occasional 
aliquot that contained one cell.  However, 
tracking these single cells in bulk amounts 
of volumes required to perform serial 
dilution can be difficult and therefore 
analysing these cells may not be possible.  
For this reason, a method to trap these cells 
is required so that continuous analysis of 
them is possible. 
 

Microwell Trapping 

Once a cell-rich sample had been diluted 
such that an aliquot containing a single cell 
was made available, a means to be able to 
investigate the behaviour of that cell is 
required.  In other words, a method to trap 
the individual cells is required.  The most 
common method to trap cells is by placing 

them in an array of wells.  Since most of 
these cell lines rely on the cells adhering to a 
surface in order to proliferate, they can be 
easily identified once they have adhered to 
the bottom of the well.  The physical wall 
placed around each sample to protect it 
from cross-contamination with other 
samples allows for multiple parallel studies 
to be undertaken within each adjacent well, 
increasing the amount of information that 
can be obtained.  As the number of cells to 
be studied decreases, so do the associated 
volumes.  To facilitate the smaller volumes 
used, wells of continuously decreasing size 
are being developed.  At present, the most 
commonly used is a 96-well plate.  With 
these wells having a surface area of 0.32 cm2 
(about 100 000 times the area of an adhered 
cell), they are more suited to the study of 
small colonies (hundreds of cells) rather 
than an individual cell.  
 

 
Figure 1: A representation of microwells 
containing single cells and (inset) a 
microscope image of an adhered human 
stem cell.  Reproduced from Lindstrom et 
al. (2009). 
 
The logical progression is to make wells that 
are similar in size to that of the spread cell 
(Figure 1).  Despite its miniaturisation, this 
approach is still quite simple and is 
therefore quite popular with overviews of 
the varying methods being reviewed in 
(Walling and Shepard 2011, Lindstrom and 
Andersson-Svahn 2011).  The smaller sizes 
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and volumes within these microwells means 
that shorter diffusion distances are present 
and therefore the immediate effect of an 
external influence on a particular cell can be 
examined.  Furthermore, these wells have 
been created with varying characteristics 
such as well shape, rounded (Wood et al. 
2010, Rettig and Folch 2005, Tokimitsu et 
al. 2007, Ostuni et al. 2001), hexagonal 
(Taylor and Walt 2000, Deutsch et al. 2006) 
and square (Chin et al. 2004, Revzin et al. 
2005, Lindstrom et al. 2009), number of 
wells (100’s: Taylor and Walt 2000, Ostuni 
et al. 2001, Lindstrom et al. 2009; 10,000’s: 
Chin et al. 2004, Revzin et al. 2005, Rettig 
and Folch 2005, Deutsch et al. 2006; or 100, 
000’s: Tokimitsu et al. 2007) and fabrication 
material (glass: Deutsch et al. 2006, 
Lindstrom et al. 2009; silicon: Tokimitsu et 
al. 2007; polydimethylsiloxane (PDMS): 
Rettig and Folch 2005, Ostuni et al. 2001; 
and polyethylene glycol (PEG): Revzin et al. 
2005). 
 

 
Figure 2: (A) Brightfield and (B) SEM 
images of microrafts.  Inset shows a side 
view of a raft with PDMS partially removed.  
(C) Removal of a predetermined microraft 
after cell seeding.  Reproduced from Gach 
et al. (2011) with permission from AIP 
Publishing LLC. 
 
Part of the driver for these different 
variables is finding conditions for the 
optimisation of cell viability over 
moderately longer time periods, enabling 
the viewer to gain information with regards 
to the affects of a particular external 
influence over a period of 8 days.  Despite it 
being desirable for aiding the initial 
colonisation of a single cell, the small 

surface area of the microwells does not 
facilitate the growth of these colonies and 
cell viability decreases as overcrowding in 
each well occurs.  Since many influences can 
cause the cells to display symptoms only 
months, or even years after they are 
affected, the ability to analyse these cells 
over much longer time periods is required. 
 
Cell Microsystems (North Carolina) had this 
in mind when they created their IsoRaft 
system, which is a microwell plate made of a 
compliant polymer substrate.  In the 
bottom of each well is a concave-shaped 
tile-like object made of hard polymer-
material (polystyrene or epoxy resin) that 
has been called a microraft (Figure 2A and 
B).  This concave-like shape of the 
microraft causes the cells to adhere at the 
bottom when they are trapped in the 
microwells.  Much like the other microwell 
methods, a single cell can be selected and 
analysed to determine the immediate effects 
of an external influence on the behaviour of 
the cell.  For long-term effects, a selected 
cell can be monitored until it forms a small 
colony.  Once the microraft begins to get 
crowded with cells, a needle can then be 
inserted into the compliant polymer 
substrate adjacent to the microraft 
containing that colony, moved around it 
and in doing so, removing the microraft 
containing the colony of interest from the 
microwell (Figure 2C) (Wang et al. 2010).  
However, an issue faced when using this 
IsoRaft system was the difficulties 
associated with trying to recover this 
released microraft.  Cell Microsystems 
overcame this issue by incorporating 
magnetic nanoparticles1 into the microrafts 
and then collecting them magnetically 
                                                      
1 Magnetic nanoparticles are particles with a diameter 
of less than 100 nm and contain a magnetic iron oxide 
core. This magnetic core allows them to be recovered 
using a magnet. 
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(Gach et al. 2011).  These collected 
microrafts (containing the cells of interest) 
can then be placed into a flask with a larger 
surface area than that of the microwells.  
This larger surface area allows for more 
replication cycles and therefore more long-
term (up to years) effects, such as a better 
understanding of the mutation rates of cells.  
However, these methods typically focus on 
the behavioural analysis of these cells.  This 
is because limited techniques, with the 
exception of cytoplasmic staining, can be 
used to gain structural information about 
cells that are trapped on a surface. 
 
Microwells have shown to be a simple and 
effective method to isolate an individual 
cell.  The next step is to be able to provide a 
technique that can acquire the individual 
cells in an unbound state such that the 
newly-developed assays and instruments 
can be used to gain further information 
about the behaviour and contents of single 
cells as they are exposed to an external 
influence. 
 

Droplet Trapping 

One way to be able to have tracked single 
cells in an unbound state is by enclosing 
them in droplets of low volumes (fL to nL), 
forming micro-chambers for individual 
reactions.  High-frequency (Hz-kHz) 
droplet generators in microfluidic devices2 
form monodisperse drops of water in an 
inert and immiscible carrier fluid (oil).  
Controlling the number of loaded cells per 
drop has been a barrier for droplet-based 
single-cell analysis, due to the stochastic 
limitations of single-cell loading resulting in 
ca. 30% of single-cell occupancy (similar to 

                                                      
2 A microfluidic device involves fabricating chambers 
with micrometre dimensions that are designed to 
accurately control the flow of volumes of liquids in the 
millilitre range. 

many microwell approaches).  A 
demonstrated way to overcome this 
limitation has been to evenly space cells in a 
microchannel to make sure that the cells 
entered the drop generator with the same 
frequency as drop formation (Figure 3; Edd 
et al. 2008).  As with limited dilution in 
general arraying techniques, empty droplets 
are often preferred rather than overloading 
droplets with several cells.  The droplets can 
thereafter be merged with other droplets, 
(Chabert et al. 2005) split into two (Link et 
al. 2004) or dielectrophoetic (DEP) sorted 
(Ahn et al. 2006). 
 

 
Figure 3: A micrograph depicting the 
encapsulation of single cells within 
nanodroplets.  The ordering of cells 
entering the droplet chamber increases the 
likelihood of a droplet containing a single 
cell.  Scale bar = 150µm.  Reproduced from 
Joensson and Svahn (2012) with permission 
from Wiley and sons. 
 
There are two strong advantages of this 
technique: 1) since each cell is kept within 
its own separate droplet, isolated from other 
droplets, the risk of cross-contamination 
decreases and 2) the even lower volume of 
liquid surrounding each encapsulated cell 
when compared to microwells, results in 
even more accurate short-term information.  
Weitz and co-workers showed an example 
of such an application by incubating single 
hybridoma in 33 pL drops of media, giving 
rise to secreted detectable concentrations of 
antibodies after 6h (Koester et al. 2008).  
Another example of an application of cell 
encapsulation demonstrates laser-induced 
cell lysis within droplets followed by 
monitoring the activity of β-galactosidase 
enzyme from a single cell (He et al. 2005).  
Samuels and co-workers (Brouzes et al. 
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2009) have extended on these applications 
with an integrated droplet-based workflow 
for conducting a mammalian cell 
cytotoxicity screen at high throughput.  
Cells were kept viable for four days (though 
cell proliferation was only detected during 
the first 24h) and a drug library was 
screened for their cytotoxic effects against 
cells from a myeloid cell line.  Most 
importantly, the unbound nature of these 
single cells within a droplet allows structural 
information to be gained from them.  
Enzyme amplification was used to detect 
low abundance cell-surface biomarkers, 
CD19 and CCR5 on single U937 3  cells 
(Joensson et al. 2009) and shows the 
potential of this technique to be used to 
decipher the expression of genes, and even 
potentially, mutations within these genes as 
the cells become affected.  In order to get 
more accurate information about cells with 
respect to time, issues such as 1) changes in 
the droplets such as coalescence, nutrient 
depletion or the accumulation of toxic 
metabolites are obstacles that need to be 
considered before robust analyses over 
longer periods of time can be achieved.  
Despite minor success with regards to this 
(Clausell-Tormos et al. 2008) these issues 
still hinder most methods that have adopted 
this technique and 2) the fact that each cell 
is isolated as many influences affect the way 
that a cell responds to its environment and 
communicates with its neighbouring cells.  
Merging droplets can gain information with 
regards to this but with limited control over 
which droplets to merge, this information 
can only be elementary.  In essence, droplet 
trapping has served as a powerful means for 
being able to gain short term information 
about the behaviour or contents of a single 

                                                      
3 U937 cells are a commonly used cell line used in 
biomedical research.  They were isolated from the 
histiocytic lymphoma of a 37-year-old male patient. 

cell.  The next step is to be able to get 
information that more accurately mimics 
the conditions within the human body.  
Namely, the behaviour of a single cell 
within a network of cells over extended 
periods of time. 
 

Hydrodynamic Trapping 

These requirements are addressed by 
hydrodynamic trapping.  This technique 
involves flowing a cell solution through a 
microchannel that contains microstructures 
that trap individual or clusters of cells.  The 
flow of medium through the channel after 
the cells have been trapped means that the 
nutrients for the cells are being replenished, 
allowing for the cells to be kept in a viable 
state for longer periods of time.  
Furthermore, hydrodynamic trapping has 
shown a high selectivity when it comes to 
pairing individual cells together to see how 
cells interacts with each other when placed 
in a range of environments.  It comes on 
the back of initial work carried out by Lee 
and co-workers (Di Carlo et al. 2006b), who 
first showed that it was possible to generate 
single-cell arrays using U-shaped 
hydrodynamic trapping structures with 
geometries that are biased to trap only 
single cells (Figure 4A).  Lee and co-workers 
(Di Carlo et al. 2006a) used these U-shaped 
arrays to report novel data on the single-cell 
concentration distribution of 
carboxylesterases within three different 
human cell lines, as well as on the inhibition 
of intracellular esterases by the non-specific 
inhibitor nordihydroguaiaretic acid.  
Benavente-Babace and co-workers 
(Benavente-Babace et al. 2014) further 
showed that it was possible to treat a 
subpopulation of the single cells captured 
with these U-shaped geometries.  From 
these initial studies, hydrodynamic traps 
have been used to capture pairs of single 
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cells (Figure 4B) to gain a further 
understanding of cell-cell interactions such 
as cell fusion (Skelley et al. 2009) and 
cellular uptake of secreted proteins from 
neighbouring cells (Chen et al. 2014).  This 
information can be coupled to single-cell 
studies and can give valuable insights into 
how a disease requires the presence of 
regular cells in order to be active. 
 

 
Figure 4:  (A) Arrayed single-cell culture 
within U-shaped sieves.  Reproduced from 
Di Carlo et al. (2006a) with permission from 
the American Chemical Society.   
(B) Paired single 3T34  cells within a U-
shaped sieve.  Green-stained cells are first 
loaded ‘up’ towards the smaller back side 
capture cup (left panel).  The direction of 
the flow is then reversed and the cells are 
transferred ‘down’ into the larger front-side 
capture cup two rows below (middle panel).  
The red-stained cells are then loaded in 
from the top and cells are captured above 
the first cell type (right panel).  Scale bar is 
30µm.  Reproduced from Skelley et al. 
(2009) with permission from Nature 
Publishing Group. 
 
The hydrodynamically-based trapping 
methods discussed thus far show that it is 
possible to study the interactions between 
two individual cells of a different type.  
Zhang et al. (2014) have improved on the 
modularity of this method by creating a 
hand-held single-cell pipette.  The pipette 
contains positive pressure and negative 
pressure channels, along with a tip that 
                                                      
4 3T3 cells are a fibroblast cell line derived from Swiss 
albino mouse embryo tissue. 

contains associated channels.  Single-cell 
transfer is achieved through four steps: 
preparation, capture, washing and release 
(Figure 5D).  Initially, the channels and tip 
are filled with cell-free medium.  Cells are 
then sucked up into the tip where a single 
cell is captured by a hook located within it 
(Figure 5A) whilst the pipette is quickly 
transferred to cell-free medium to wash the 
remaining cells into the negative pressure 
channel.  The captured single cells are easily 
released into nanoliter droplets by applying 
a gentle pushing force to the positive 
pressure channel.  Subsequently, single-cell 
droplets are conveniently transferred into 
designated containers, such as standard 96-
/384-well plates, Petri dishes, and vials. 
 
The versatility of this hand-held single-cell 
pipette means that any single cell can be 
isolated and then its genetic and cytoplasmic 
contents can be determined or multiple 
single cells can be placed next to each other 
to gain knowledge about how a network of 
cells communicate. 
 
These single-cell methods showed that it 
was possible to trap single or paired cells.  
To build from this, the ability to get 
behavioural and structural information from 
these isolated individual cells lies within the 
development of newly-developed 
instruments and assays. 
 

A B 
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Figure 5:  Design and mechanism of the 
hand-held single-cell pipette (hSCP).   
(a) The hSCP involves one dual-channel 
pipette and one hSCP tip.  A magnified 
hook for single-cell capture is shown.   
(b) A single calcein-labeled SK-BR-3 cell is 
isolated directly from a dense cell 
suspension by hSCP.   
(c) The hSCP tip with a conical end and two 
magnified tip ends shown before and after 
extrusion of aqueous solution.   
(d) Work flow for single-cell isolation using 
hSCP.  Scale bar in (b) and (c) = 20µm.  
Reproduced from Zhang et al. (2014) with 
permission from the American Chemical 
Society.  
 

Single-cell Analysis Instruments 
and Assays 

Due to the important nature of the 
information that can be gained, several 
single cell analysis methods have become 
available.  Most of the available protocols 
are focused on either the nucleic acid 
content (PCR-based methods) or on 
cytoplasmic protein level (cytometric-based 
methods). 
 

Polymerase Chain Reaction        
(PCR)-based Analysis 

PCR is a technology in molecular 
biology used to amplify a single copy or a 
few copies of a piece of DNA across several 
orders of magnitude, generating thousands 
to millions of copies of a particular DNA 
sequence.  This amplification process has 
allowed it to become a powerful technique 
for the genetic screening for the small 
numbers of cells, towards the single cells 
isolated from single-cell isolation devices. 
 
To be able to get a further understanding of 
the structural make-up of individual cells as 
they are exposed to an external influence, it 
is required to not only increase the number 
of copies of a particular gene, but also to 
increase the number of genes to be 
amplified. For this reason, gene analyses has 
leaped forward in the mid 1990s with the 
development of new amplification methods 
such as single-primer isothermal 
amplification (SPIA) Ma et al. (2013) and 
the rise of high-throughput RNA/DNA 
sequencing, or RNA/DNA-seq, which 
gives the sequences of thousands of cellular 
RNAs/DNAs from a single cell at once, 
giving rise to a new field of single cell 
sequencing.  Due to its high impact, the 
field has seen a proliferation of methods for 
performing single-cell RNA/DNA-seq 
(Hashimshony et al. 2012, Tang et al. 2009, 
Ramskold et al. 2012, Islam et al. 2011, 
Sasagawa et al. 2013) and have been 
reviewed in detail (Sandberg 2014, Tang et 
al. 2011).  More detailed information about 
the behaviour of cancerous cells has already 
been obtained, such as the re-evaluation of 
their mutation rates.  Bulk-sequencing 
studies have estimated that the mutation 
rate across many human cancers is, on 
average 210-fold higher than normal cells 
(Bielas et al. 2006, Bielas and Loeb 2005).  
However, single cell sequencing has shown 
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that an endoplasmic reticulum-positive 
breast cancer cell did not have an increased 
mutation rate relative to that of normal 
cells, whereas a triple negative (endoplasmic 
reticulum, pathogenesis-related and human 
epidermal growth factor receptor 2) breast 
cancer cell showed an approximately 10X 
increase (eight mutations per cell division) 
relative to that of normal cells (Wang et al. 
2014).  Furthermore, differences within the 
transcriptional profiles of breast cancer 
samples taken from patients have been 
recorded (Powell et al. 2012), point 
mutations within targeted genes identified 
(Heitzer et al. 2013) and whole genome 
sequencing of single cancerous cells to trace 
how the tumour evolves (Navin et al. 2011). 
 
Despite the important information that 
PCR-based methods have already supplied, 
the amount concentration of a gene is only 
in the order of 10-12 M (~10 pg per cell) 
while the total protein content is as high as 
109 molecules per cell (hundreds of pg).  It 
has been estimated that a cell contains more 
than 100,000 different proteins, ranging 
from <200 copies of many receptors, 
1,000–10,000 copies of signalling enzymes, 
to 108 copies of some structural proteins 
(Cooper and Hausman 2007).  For this 
reason, limiting the investigation to just the 
genes that are present in the nucleus results 
in only a partial understanding of the 
structural make-up of individual cells. 
 

Cytometric-based Analysis 

Cytometry involves measuring the 
characteristics of cells, focusing on the 
enumeration and understanding of specific 
proteins on the cell surface or in the 
cytoplasm.  For this reason, cytometric-
based analytical methods are considered a 
suitable avenue to broaden an investigation 
of single cells beyond their nucleic material. 

Image cytometers involve the use of 
microscopes to acquire highly-resolved 
images of the single cells isolated from the 
previously-mentioned devices and have the 
potential to gain a high level of information 
about the structural make-up and 
behavioural patterns of a single cell or 
network of cells as an external influence is 
applied to them.  Initially, identifying rare 
cells by microscopy was highly laborious 
with the accuracy and sensitivity being a 
subject of the fatigue encountered by the 
viewer.  However, throughput and accuracy 
were improved as the newly-introduced 
digital camera began to rise in popularity in 
the late 80s/early 90s (Mansi et al. 1988, Lee 
et al. 1989, Mesker et al. 1994) and were 
incorporated into the first digital image 
microscopy systems.  Since then, newer 
systems have been developed with the aim 
being to increase the resolution and speed 
and therefore acquire more detailed 
information about the cell (Kraeft et al. 
2004, Krivacic et al. 2004, Hsieh et al. 2006).  
However, the biggest advancement of this 
technique came with the incorporation of 
sensors that monitor the xy position of the 
slide on the computer-controlled motorised 
microscope stage, which moves at 0.5 µm-
steps per each laser scan, perpendicular to 
the scan (Pozarowski et al. 2006).  This 
enables the detected cells of interest (either 
by scattered laser light or specimen-emitted 
fluorescence) to be relocalised in sequential 
measurements.  This ability to get temporal 
information has been used to 1) 
discriminate, through cell morphology, 
between the genuine apoptotic cells and 
‘false-positive’ cells in peripheral blood and 
bone marrow of leukemic patients 
undergoing chemotherapy (Bedner et al. 
1999), 2) reveal translocation of proteins 
throughout the cell during mitosis (Kakino 
et al. 1996), 3) measure kinetic reactions 
within individual cells in large populations 
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(Bedner et al. 1998, 4) enumerate cells at the 
completion of therapy to determine the 
likelihood of early relapse (Pachmann et al. 
2008). 
 
Single-cell analysis techniques have already 
shown promise to reveal important 
information about the behaviour of cells 
within the human body and will continue to 
reveal further insights as spatial and 
temporal resolution is improved with later 
generations of analytical assays and 
instruments. 
 

Conclusions and Future 
Perspectives 

A variety of methods for single-cell isolation 
have already been developed, and by 
combining these isolation techniques with 
newly-developed single-cell assays, a focus 
has been directed towards solving clinical 
problems.  The key to gaining more 
valuable clinical information of this nature 
lies within the development of single-cell 
isolation strategies with a higher degree of 
control over which single cell to analyse.  
The shift in focus down to one individual 
cell has led towards a better ability to 
understand cellular heterogeneity.  To gain a 
better understanding of important events 
within the human body will require the cells 
that are responsible for these events to be 
determined prior to their analysis.  For this 
reason, the next generation of single-cell 
isolation strategies are required to 
incorporate a selective element to 
discriminate between different types of 
individual cells. 
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Abstract 
Norfolk Island, South Pacific provides linguists a near laboratory case study in naming, language contact, 
and environmental management.  The two languages spoken on the island, Norf’k – the language of the 
descendants of the Pitcairn Islanders – and English, are both used in place-naming.  This short note 
analyses the toponyms of Nepean Island, a small uninhabited island 800 metres south of Norfolk.  It 
questions whether Nepean is a microcosm of naming behaviour for the rest of the Norfolk macrocosm.  
For its size, Nepean contains a large number of toponyms.  The paper suggests the uninhabited nature of 
Nepean may have resulted in fewer commemorative anthroponymic toponyms, a situation unlike naming 
patterns in the rest of the archipelago.  Nepean offers a study of naming a small no-man’s land as compared 
to naming a larger occupied land. 
 

 

Nepean Island 
Norfolk Island (29°02'S, 167°57'E), a remote 
isolated island archipelago and external 
territory of Australia in the southwest Pacific 
Ocean 1700 kilometres east of the Australian 
mainland and 1100 kilometres from 
Auckland, provides toponymists and linguists 
a near laboratory case study in naming, 
toponymy, and language change and contact.  
It has a permanent population of around 
2000.  About half of this population are 
descendants of the Bounty mutineers who 
were moved from Pitcairn Island to Norfolk 
in 1856.  The archipelago consists of three 
major islands and several nearby offshore 
rocky outcrops.  The three islands in the 
archipelago run from north to south: Norfolk 
(35 km2) is the largest, and two smaller 
uninhabited islands are Nepean (1 km2) and 
Phillip (5 km2) (Figure 1). 
 

What makes Norfolk Island attractive for 
linguists is its historically diglossic language 
situation; Norf’k – the language of the 
descendants of the Bounty mutineers and their 
Tahitian wives – and English, are both 
spoken on the island and both are used in 
place-naming.  This short note considers the 
toponyms of Nepean Island, a small 
uninhabited island 800 metres to the south of 
Kingston, Norfolk’s administrative centre, 
and questions whether Nepean is a 
microcosm of naming behaviour 
representative of the rest of the Norfolk 
macrocosm.  The question posed is whether a 
small island can tell a larger story of place-
naming processes.  The results of human 
habitation on these processes are additionally 
assessed. 
 
Nepean Island has a large number of 
toponyms for its size.  Its toponyms represent 
a microtoponymic case study which may be 
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representative of toponymy on the Norfolk 
Archipelago as a whole, because the island 
features a large number of culturally 
important names within a relatively small area.  
Despite its small size, Nepean is an important 
element in the Norfolk landscape.  Its grassy 
craggy topography is clearly visible from most 
vantage points on the southern region of the 
larger Norfolk (Figure 2).  The 200 Norfolk 
Island pines which used to cover Nepean 
were cleared long before the Pitcairners 
arrived in 1856.  The physical makeup of the 
island bears scars from the first two penal 
settlements, particularly the Second 
Settlement (1825-1855), when sandstone 
quarrying resulted in the well-known area and 
placename The Convict Steps (Em Steps in 
Norf’k) on the eastern side of the island. 
Nepean has a large population of sea birds, 
and the Norfolk community uses the island 
for activities like fishing, camping, and 
collecting eggs of the whale bird, the sooty 
tern (sterna fuscata), a common sea bird which 
nests predominantly on Nepean and Phillip. 
 
Aside from research into the natural history 
of Nepean (see references to Nepean Island 
in Endersby 2003), management plans for the 
inclusion of Nepean as a public reserve 
(Norfolk Island Parks & Forestry Service 
2003), a small sketchy map in Coleman (1991: 
4), and a few comments on Nepean 
toponyms in a rambler’s (hiker’s) guide to 
Norfolk (Hoare 1994), there has not been a 
detailed toponymic survey of this small, 
uninhabited island. 
 
 

Methods 
Nepean toponyms were collected on three 
field trips on Norfolk Island between 2008 
and 2009.  Approximately five informal 
interviews with members of the community 
were conducted and subsequent follow up 
questionnaires based on a more precise list of 

placenames derived from archival research 
and the initial interviews were carried out (a 
more comprehensive list of Norfolk 
toponyms is published in Nash (2013).  Table 
1 presents a list of Nepean placenames with 
their history.  Figure 3 plots the location of 
these names. 
 

 
Figure 1: The Norfolk Archipelago. 

 
 

 
Figure 2: Nepean Island topography. 
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The Data 
Table 1: Nepean Island toponyms and 
histories. 
 
Name History  
East End The easternmost point of 

the island. 
 

Mary 
Hamilton 
Reef/Rocks 

An eponymous placename 
doublet1 remembering the 
reef and rocks where the 
steam liner Mary Hamilton 
came aground in the early 
1900s.  It is also the name 
of a diving site in the same 
area along with other 
nearby sites Blues 
Cathedral and Black Coral.  

 

Poison 
Bay/Pizen 
Bay 

The location and 
etymology of this name are 
questionable.  Reliable 
sources place it on the 
northern coast, while the 
Nepean Island – Plan of 
Management (Norfolk 
Island Parks & Forestry 
Service. 2003:1) place it in 
the location where the 
placename Up ar Sand 
appears on the map 
opposite.  It is either 
named after the ‘poison 
wind’ which comes from 
the north east across 
Norfolk during inclement 
weather and can burn 
crops, or because of the 
local Norfolk ‘poison 
weed’ which may have 
been found on Nepean.  
Pizen Bay is a suspected 
secondary name attributed 
to a gentleman by the 
name of Pizen who 

 

                                                      
1 A toponym doublet is where two different versions of 
one name exist for the same place. 

supposedly used to fish 
here. 

The 
Convict 
Steps /  
Em Steps 
 
 
 
 
 
 
 
 
 
 
 
 
The Crack, 
Crack 
 
 
 
 
 
 
 
 
 
 
 
The Saddle, 
Saddle 
 
 
 
 
 
 
 
 
 
 
 
The Skull, 

The English and Norf’k 
placename doublet for the 
convict steps which were 
created when stone was 
mined by convicts for 
constructing buildings in 
Norfolk’s administrative 
centre in Kingston.  Also 
known as Dem Steps or 
Em Steps.  Although 
mooring on Nepean is 
difficult, this is an easy 
place to gain access to dry 
land by boat due to the flat 
rocks at sea level near The 
Convict Steps. 
A location on the far west 
of Nepean which is a 
favourite rock fishing site. 
At low tide one can easily 
cross from The Crack to 
West End but during high 
tide one has to jump 
because the higher swells 
submerge the rock 
passage.  This name can 
take the Norf’k definite 
article ‘ar’ to form Ar 
Crack. 
Descriptive name for the 
undulating topography 
which appears like a saddle 
from one side, especially 
from Queen Elizabeth 
Lookout (also known as 
Lizzies), a turn in the 
Rooty Hill Road on 
Norfolk which looks out 
to Nepean.  This name can 
take the Norf’k definite 
article ‘ar’ to form Ar 
Saddle. 
A landscape feature on the 
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Skull 
 
 
 
 
 
The Stump, 
Stump 
 
 
 
 
 
 
 
 
 
 
 
Under 
Stump 
 
Unicorn 
 
 
 
 
 
Up ar Sand 
 
 
 
 
 
 
 
 
West End 

extreme south of Nepean, 
which when the sun shines 
on it looks like a skull. 
This name can take the 
Norf’k definite article ‘ar’ 
to form Ar Skull. 
Named after the remains 
of a Norfolk pine which 
used to be located in the 
narrow southern portion 
of Nepean.  The Stump 
was used in locating 
several offshore fishing 
grounds, which were lost 
once The Stump was 
pushed over.  This name 
can take the Norf’k 
definite article ‘ar’ to form 
Ar Stump. 
The rocky area at sea level 
under where The Stump 
used to stand. 
Located between The 
Stump and The Skull, 
Unicorn is another pointed 
landscape feature which 
has been described as 
looking like a unicorn. 
Translated as ‘up on the 
sand’ or ‘up on the beach’ 
in English, this is the only 
sandy area of significant 
size on Nepean.  Although 
most likely incorrect, 
several informants have 
proposed Poison Bay is 
located here. 
The westernmost point of 
the island. 

 
Like the larger corpus of Norfolk data 
presented in Nash (2013), the Nepean 
microcosm presents some generalities that 
apply to Norfolk toponymy proper: 
 

1. Norfolk toponyms (e.g. Fata Fata) and 
Nepean toponyms contain Norf’k 
lexemes. 

Figure 3:  Nepean Island land-based 
toponyms 

2. Toponym doublets (e.g. Poison Bay / 
Pizen Bay) are present on Norfolk (e.g. 
Kingston / Down-a-Town). 

 
3. Descriptive names are common on 

Nepean as on Norfolk. 
 
4. Two commemorative names (e.g. Mary 

Hamilton Reef / Rocks) exist on Nepean 
as they do on Norfolk (e.g. Johnnies 
Stone). However, Nepean 
commemorative names are not named 
after Norfolk Islanders (Pitcairn 
descendants) as they are on larger 
Norfolk. 

 
5. Non-proper monolexemes (i.e. single 

words, in this case nouns with or without 
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articles) are productive as toponyms on 
Nepean (e.g. Skull, The Stump) and on 
Norfolk (e.g. Cascade).  However, 
monolexemes on Norfolk are typically 
commemorative (e.g. Monty) whereas 
there are no commemorative 
monolexeme toponyms on Nepean. 

 
6. The microtoponymy of Nepean illustrates 

how the locations, histories, and language 
of placenames become obscured.  For 
example, by analysing the linguistic form 
and cultural history of a toponym doublet 
such as Poison Bay / Pizen Bay, it is 
unclear whether either or both names are 
English or Norf’k. 

 
Small Islands, Larger Stories? 

On returning to the question of whether 
small islands can tell large(r) toponymic 
stories, there is a key difference between 
Nepean and Norfolk monolexemes: Norfolk 
monolexemes (e.g. Monty, Barnaby, Avalon) 
are often commemorative where Nepean’s, 
being largely descriptive, are not (e.g. Stump, 
Unicorn).  This difference could possibly be 
attributed to the fact that Nepean is 
uninhabited whereas Norfolk is inhabited.  As 
a microcosm, Nepean toponymy illustrates an 
incomplete version of Norfolk toponymy; 
Nepean and Norfolk are different, most 
strikingly in terms of how human habitation 
is represented in place-naming.  Nepean’s 
offering of a study of naming a small ‘no-
man’s land’ as compared to the naming of the 
larger ‘occupied land’ of Norfolk reveals 
significant differences. 
 

The microtoponymy of Nepean Island, an 
island uninhabitable due to the lack of 
running water and shelter, provides insight 
into what tools humans use to utilise, 
understand, and describe a small and yet well-
visited and historically significant geographical 
area.  This short note has documented and 
mapped Nepean placenames and presented a 
resource which other toponymists and 
linguists can use in future research into small 
island toponymies. 
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The acoustic impedance of the vocal tract filter was measured in vivo from 10 to 4200 Hz with 
the glottis closed and during phonation.  Frequencies, magnitudes and bandwidths were 
measured for the acoustic and for the mechanical resonances of the surrounding tissues.  The 
energy losses in the vocal tract were five-fold higher than the visco-thermal losses of a dry, 
smooth rigid cylinder, and increase during phonation.  Using a simple vocal tract model and 
measurements during inhalation, the resonances of the subglottal system were also estimated. 
 
In a separate experiment excised larynges were used to investigate the control of the voice 
fundamental frequency by either air supply or mechanical control.  All else equal, and excluding 
the discontinuities and hysteresis observed, the fundamental frequency was approximately 
proportional to the square root of subglottal pressure.  Additionally, airflow through the glottis 
caused a narrowing of the aryepiglottic larynx in the absence of muscular control. 
 
Finally, possible effects of the filter on the source were demonstrated using a water-filled latex 
vocal fold replica: changing the aero-acoustic load of the model tract by inserting a straw at the 
model lips, a technique used in speech therapy, changed the fundamental frequency. 
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Awards  2015 
The following awards are offered by the Royal Society in 2015.  Please see the specific page for 
details of each award. 

Award Eligibility Closing date 
Clarke Medal Field:  Zoology  

Seniority: Any 
Work considered:  “Significant contribution” 
Location of work:  Australia 
Application by: Nomination1 

30th September, 
2015 

Edgeworth 
David Medal 

Field:  Any 
Seniority:  < 35 
Work considered: “Distinguished contribution” 
Location of work:  Australia  
Application by: Nomination 

30th September, 
2015 

James Cook 
Medal 

Field:  “Science & human welfare” 
Seniority:  Any 
Work considered: “Outstanding contribution” 
Location of work:  Southern Hemisphere  
Application by: Nomination 

30th September, 
2015 

Warren Prize Field:  Engineering or technology 
Seniority:  In professional practice 
Work considered: “of national or international 

significance” 
Location of work:  NSW  
Application by: Paper submitted to Journal 

30th September, 
2015 

History and 
Philosophy of 
Science Medal 

Field:  History and philosophy of science 
Seniority:  Any 
Work considered: “significant contribution to the 

understanding of the history and 
philosophy of science” 

Location of work:  Any  
Application by: Nomination or direct submission 

30th September, 
2015 

RSNSW 
Scholarships 
Jak Kelly Award 

Field:  Any 
Seniority:  Enrolled research student on 1 July 
Work considered: Research project 
Location of work:  NSW or ACT  
Application by: Application by student/ endorsed 

by supervisor 

30th September, 
2015 

                                                      
1 Nomination by a senior member of the nominee’s organisation (for example Dean, Pro Vice Chancellor of a 
university, Section or Division Head of CSIRO), or a member of the Royal Society of New South Wales. 
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Clarke Medal  2015 
The Clarke Medal was established to acknowledge the contribution by Rev William Branwhite 
Clarke MA FRS FGS, Vice-President of the Royal Society of New South Wales from 1866 to 
1878.  The Medal is awarded annually for distinguished work in the natural sciences of geology, 
botany and zoology done in Australia and its Territories. 

The Medal is awarded by rotation in the fields of geology, botany and zoology.  This year’s award 
is in the field of Zoology in all its aspects, and nominations are called for the names of suitable 
persons who have contributed significantly to this science. 

The Council requests that every nomination should be accompanied by a list of publications, a 
full curriculum vitae, and also by a statement clearly indicating which part of the nominee’s work 
was done in Australia and which part was done overseas.  Agreement of the nominee must be 
obtained by the nominator before submission and included with the nomination. 

The winner will be expected to write a review paper of their work for submission to the Society’s 
Journal and Proceedings.  In cases where the Council of the Society is unable to distinguish 
between two persons of equal merit, preference will be given to a Member of the Society. 

 

Nominations and supporting material should be submitted by email (secretary@royalsoc.org.au) 
to the Royal Society of New South Wales marked to the attention of the Honorary Secretary, not 
later than 30th September 2015. 

The winner will be announced and the Medal presented at the Annual Dinner of the Royal 
Society usually held in April in the year following the award.  The winner will be notified in 
December. 
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Edgeworth David Medal  2015 

The Edgeworth David Medal, established in memory of Professor Sir Tannatt William 
Edgeworth David FRS, a past President of the Society, is awarded for distinguished contributions 
by a young scientist. 

The conditions of the award of the Medal are: 

 The recipient must be under the age of 35 years at 1 January 2015. 
 The Medal will be for work done mainly in Australia or its Territories or 

contributing to the advancement of Australian science. 
 

Nominations are called for the names of suitable persons who have contributed significantly to 
science, including scientific aspects of agriculture, engineering, dentistry, medicine and veterinary 
science. 

The Council requests that every nomination should be accompanied by a list of publications, a 
full curriculum vitae, and also by a statement clearly indicating which part of the nominee’s work 
was done in Australia and which part was done overseas. Agreement of the nominee must be 
obtained by the nominator before submission and included with the nomination. 

The winner will be expected to write a review paper of their work for submission to the Society’s 
Journal and Proceedings.  In cases where the Council of the Society is unable to distinguish 
between two persons of equal merit, preference will be given to a Member of the Society. 

 

Nominations and supporting material should be submitted by email (secretary@royalsoc.org.au) 
to the Royal Society of New South Wales marked to the attention of the Honorary Secretary, not 
later than 30th September 2015. 

The winner will be announced and the Medal presented at the Annual Dinner of the Royal 
Society usually held in April in the year following the award.  The winner will be notified in 
December. 
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James Cook Medal  2015 

The James Cook Medal is awarded at intervals for outstanding contributions to science and 
human welfare in and for the Southern Hemisphere. 

The James Cook Medal was established in 1947 with funding by Henry Ferdinand Halloran.  
Halloran, who had joined the Society in 1892 as a 23 year-old, was a surveyor, engineer and town 
planner.  He did not publish anything in the Society’s Journal, but he was a very enthusiastic 
supporter of research.  Halloran funded what were to become the Society’s two most prestigious 
awards, the James Cook Medal and the Edgeworth David Medal, the latter medal being for 
young scientists. 

The Council requests that every nomination should be accompanied by a list of publications, a 
full curriculum vitae, and also by a statement clearly indicating which part of the nominee’s work 
was done in Australia and which part was done overseas.  Agreement of the nominee must be 
obtained by the nominator before submission and included with the nomination. 

The winner will be expected to write a review paper of their work for submission to the Society’s 
Journal and Proceedings.  In cases where the Council of the Society is unable to distinguish 
between two persons of equal merit, preference will be given to a Member of the Society. 

 

Nominations and supporting material should be submitted by email (secretary@royalsoc.org.au) 
to the Royal Society of New South Wales marked to the attention of the Honorary Secretary, not 
later than 30th September 2015. 

The winner will be announced and the Medal presented at the Annual Dinner of the Royal 
Society usually held in April in the year following the award.  The winner will be notified in 
December. 
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Warren Prize  2015 

William Henry Warren established the first faculty of engineering in New South Wales and was 
appointed as its Professor at the University of Sydney in 1884.  Professor Warren was President 
of the Royal Society of New South Wales on two occasions.  He had a long career of more than 
40 years and during this time was considered to be the most eminent engineer in Australia.  When 
the Institution of Engineers, Australia was established in 1919, Professor Warren was elected as 
its first President.  He established an internationally-respected reputation for the Faculty of 
Engineering at the University of Sydney and published extensively, with many of his papers being 
published in the Journal and Proceedings of the Royal Society of New South Wales. 

The Warren Prize has been established by the Royal Society of NSW to acknowledge Professor 
Warren’s contribution both to the Society and to the technological disciplines in Australia and 
internationally.  The aim of the award is to recognise research of national or international 
significance by engineers and technologists in their professional practice.  The research must have 
originated or have been carried out principally in New South Wales.  The prize is $500. 

Entries are by submission of an original paper which reviews the research field, highlighting the 
contributions of the candidate, and identifying its national or international significance. 
Preference will be given to entries that demonstrate relevance across the spectrum of knowledge 
– science, art, literature and philosophy – that the Society promotes.  

The winning paper and a selection of other entries submitted will be peer-reviewed and are 
expected to be published in the Journal and Proceedings of the Royal Society of New South 
Wales.  Depending on the number of acceptable entries, there may be a special edition of the 
Journal and Proceedings that would be intended to showcase research by early- and mid-career 
Australian researchers. 

The paper should be submitted by email (secretary@royalsoc.org.au) to the Royal Society of New 
South Wales marked to the attention of the Honorary Secretary, not later than 30th September 
2015.  The manuscript will be passed on to the Editor of the Journal for peer review. 

The winner will be announced and the Medal presented at the Annual Dinner of the Royal 
Society usually held in April in the year following the award.  The winner will be notified in 
December. 
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History and Philosophy of Science Medal  2015 

The Royal Society of NSW History and Philosophy of Science Prize was established in 2014 to 
recognise outstanding achievement in the History and Philosophy of Science, and the inaugural 
award was made to Ann Moyal in 2015.  It is anticipated that this Prize, like the Society’s other 
awards, will become one of the most prestigious awards offered in Australia in this field.  The 
winner will be awarded a medal. 

Persons nominated will have made a significant contribution to the understanding of the history 
and philosophy of science, with preference being given to the study of ideas, institutions and 
individuals of significance to the practice of the natural sciences in Australia.  

Entries may be made by nomination or direct submission.  All entries should be accompanied by 
a full curriculum vitae and include a one-page statement setting out the case for award. In the case 
of nominations, the agreement of the nominee must be obtained by the nominator before 
submission and included with the entry. 

The winner will be expected to submit an unpublished essay, drawing on recent work, which will 
be considered for publication in the Society’s Journal and Proceedings during the following year. 

 

Nominations and supporting material should be submitted by email (secretary@royalsoc.org.au) 
to the Royal Society of New South Wales marked to the attention of the Honorary Secretary, not 
later than 30th September 2015. 

The winner will be announced and the Medal presented at the Annual Dinner of the Royal 
Society usually held in April in the year following the award.  The winner will be notified in 
December. 
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Royal Society of NSW Scholarships  2015 
Jak Kelly Award  2015 
The Royal Society of New South Wales is the oldest learned society in Australia, tracing its origins 
to 1821.  It has a long tradition of encouraging and supporting scientific research and leading 
intellectual life in the State.  The Council of the Society funds the Royal Society of New South 
Wales Scholarship in order to acknowledge outstanding achievements by early-career individuals 
working towards a research degree in a science related field. 

Applications for Royal Society of New South Wales Scholarships are sought from candidates 
working in a science-related field within New South Wales or the Australian Capital Territory.  
There is no restriction with respect to field of study and up to three Scholarships will be awarded 
each year.  Applicants must be Australian citizens or Permanent Residents of Australia.  
Applicants must be enrolled as research students at a university in NSW or the ACT on 1st July in 
the year of the award. 

The Jak Kelly Award is awarded jointly with the Australian Institute of Physics to the best 
PhD student talk presented at a joint meeting with the AIP. 

The award consists of an engraved plaque, a $500 prize and a year of membership of the Society.  
The successful applicants will present their work to a meeting of the Royal Society in 2016, and 
will be asked to prepare a paper for the Society’s Journal and Proceedings. 

Applications for a RSNSW Scholarship must include: 

 500-word summary of the work. 
 Statement of the significance of the work, particularly within the broader context of your 

chosen field. 
 Curriculum vitae, including details of their research candidacy.  
 Letter of support from your research supervisor. 

 

Applications should be submitted by email (secretary@royalsoc.org.au) to the Royal Society of 
New South Wales marked to the attention of the Honorary Secretary, not later than 30th 
September 2015. 

The winners will be notified in December. 
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